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ABSTRACT

Mainstream visual psychology presents a ‘sense then infer’ account of vision
that is analogous to the ‘sense then infer’ processing that characterises the
agent intention recognition literature. From ecological psychology comes Gib-
son’s theory of visual perception that highlights the importance of the envi-
ronment in explaining the nature of vision and recognition and claims that
higher order structures are directly accessible. This theory can be used as the
stepping-off point for an account of intention recognition and the means by
which it might be modelled. Furthermore, the capacity for virtual environ-
ments to be designed ‘agent friendly’ provides yet another dimension of design
freedom. When accompanied by an explicit model of perception the intention
recognition problem can be cast as a software design problem. The resulting
design patterns provide useful options for modelling intention recognition in
intelligent agent systems.
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Modelling Intention Recognition for Intelligent Agent
Systems

EXECUTIVE SUMMARY

This report is an almost verbatim copy of Clint Heinze’s PhD thesis of the same title
conducted at the Intelligent Agent Lab at the University of Melbourne. This thesis was
supported by DSTO from August 1997 — August 2003 under the Air Operations Research
Branch’s Long Range research task (currently LRR 03/226) and was supervised by Dr.
Simon Goss. Some trivial typographic and layout changes have been made to support
DSTO formatting requirements. It is published here to provide easier access throughout
DSTO.

When constructing military simulations that require sophisticated cognitive models
there are plenty of challenges to occupy the developer. Human factors experts, particu-
larly cognitivists, endeavour to gain an understanding of actual human psychology behind
the behaviours to be modelled; computer scientists attempt to develop computational
technologies with the attributes necessary to model those cognitive functions. Ultimately
engineers must draw these models and technologies together in a manner that results in
‘simulation systems that meet the expressed requirements. In the world of military sim-
ulation requirements vary substantively. High fidelity, whilst seemingly always desirable
often conflicts with performance, maintainability, complexity, and other attributes that
combine to make the software less useful. Balancing these requirements is aided by the
availability of several architectures that allow the engineer the freedom to tradeoff various
attributes of the system.

* This thesis presents a series of design patterns that provides software architectures
useful for implementing intention recognition. Each of these architectures has a basis
(although sometimes this tenuous) in psychology and cognitive modelling, and each im-
poses requirements on the technology necessary for implementation. The relative merits
of the patterns are presented as are fully worked examples of their application to flight
simulation.
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‘Chapter 1

Int_roduct"ion

. “st plans are calm and deeply hidden, so mo one can figure them out He changes
his actions and revises his plans, so that people will not recognize them. "He changes
his abode and goes by a circuitous route so people cannot antzczpate him. When people
never understand what your zntentwn is, then you win.’ Sun Tzu [174]

The quotation above comes from the Chinese philosopher and Wnter Sun Tzu Though o
written around 500BC, the Art of Waris still highly regarded for the insights it offers into
military strategy. Two and a half thousand years later intention recognition is still a v1tal e

~ aspect of military decision-making: when intention recognition is successful the element of
- surprise is removed and the enemy successfully antlc1pa‘ced1 when 1ntent10n recogmtlon :
fails the results are often catastrophlc : : :

Although mgmﬁcant in military contexts, everyday life is full of examples of the 1mpor—'

tance of intention recognition. Predicting and anticipating the behaviour of others eases
interactions and improves cooperation and coordination. The simplest explanatlon for
~the need for intention recognition lies in an inability or ‘unwillingness to ‘communicate. If
someone is both willing and able to communicate fully and honestly about their current = -
-and future actions then there is little need for intention recognition. If communication |
is’ unavallable unreliable, expensive, 1mpract1cal or, as is the case with combative or

competitive environments, undesirable, then a mechanism for interpreting and predlctlnch

the behaviour of others is required. Intention recognition goes to the very heart of the g
ability to display intelligent behav1our in environments Where communication’ 1s 1mpa1red T
or impractical. . ) ‘

The orlgmal motivation for this thesis stemmed from exactly the pomt where Sun ‘

Tzu’s statement about the importance of understanding intent intersects with virtual en-
‘vironments and intelligent agents—military simulation. In virtual envu'onments ylntentlon

1 And clearly the reverse is also true. By manipulating and deceiving the opponent with false indication’s‘

-of intent military victory can be assisted. Operation Bagration was an attack by 166 divisions of the Red :
Army through Belorussia and into Minsk. In perhaps the greatest defeat of the Germans during the

second world war the Soviets successfully employed strategic level deception and convinced the German -
High Command that attacks should be expected elsewhere. The 1esu1t was an unprepared and under- E

‘equipped German force taken almost completely by surprise.

°In 1988 the American warship, USS Vincennes misidentified and mlsmterpleted the actions of an" ‘

" Iranian Airbus carrying 290 civilian passengers The result was an order to shoot and a traglc loss of ’
“human life. : S : :
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recognition is as important as it is in the real world. Proliferating heterogeneous computer
systems, networks, and agents that speak different languages with different purposes and
designs require substitutes for communication. Intention recognition is a viable, logical,
and natural alternatived.

The wider information technology (IT) community has a clearly expressed need for
models of intention recognition. Games, digital assistants, wizards, e-business intermedi-
aries and broking agents could all benefit from models of intention recognition.

“As connected devices proliferate, you’ll want software agents to help coordinate them
all. Software agent developers hope to have agents evolve from mere facilitators into
actual decision makers. But don’t expect to have truly smart agents that anticipate
your needs and negotiate on your behalf—at least not in the next five years.”—].
Clyman The 5 Developments to watch in the next century. PC Magazine, August,
2000

Interactive systems might apply models of intention recognition to enable computers
to better assist the human user. Used in this way intention recognition can bridge the
communication gap that exists between the human and the computer and provide a means
by which the computer obtains predictive insights into the expected future behaviour of
the user, preempting their requests with timely provision of information and services.

Because this thesis explores issues related to intelligent agents and the development of
systems that include them, before embarking upon a summary of the thesis a definition
of ‘agent’ is presented:

an agent is an autonomous entity situated in an environment that it
can perceive, and in which it can act.

Whether or not this is a useful definition of agency is explored in later sections but it
is an acceptable starting point for the thesis?. Providing the definition immediately begs
“questions about the meaning of words like ‘autonomous’, ‘situated’, and ‘environment’.
Leaving aside the detail, it constitutes a reasonable working definition with which to
commence the elaboration of the content of the thesis and a discussion of the significance
of these terms is delayed for later chapters.

Implicit in the definition above is the widely held view that abstraction is an impor-
‘tant property of agency. By developing software based on more abstract concepts than
those available in object oriented programming® or procedural programming® previously
intractable software developments are made tractable. Abstract concepts that have proved
useful in agency are those that match human behaviours: such as perception and action.

3Intention recognition is only a substitute for communication as it pertains to coordinated activity.
" There are many other subjects of communication that are not subsumed by intention recognition

“This definition is broad enough to include both those agent architectures that are decomposed by
function and those that are decomposed by activity [13]. Though Brooks’ proposals for non-representational
intelligence results in robots that display intelligent behaviour it is not clear that modelling and designing
high-level behaviours like intention recognition is possible in such a framework.

SWhere classes, objects, methods, data, and messages are the useful concepts.

SWhere functions, subroutines, parameters and modules are the useful concepts.
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The a,pproach adopted throughout this thesis is predlcated on the assumptlon that the ,
word ‘perceive’ in the above definition is significant. The thesis presents’ mswhts into the
design of agent systems related to the concept of perception. Though a recurring theme in’
definitions of agency, few theories, architectures or languages prov1de useful descriptions =

- of perception. Most agent researchers seem to agree that perception is a worthy concept N
but few seem to take the step of explicitly including it into their theories, ‘methodologies
or languages. The situated nature of agents suggests certain models of perception—those i
from ecologlcal psychology and the 51tuated cognltlon literature [57, 30]. [

A simple definition of perceptlon is presented here, broad enough to encompass at least
some aspects of intention recogmtlon : :

perceptlon is the process by which an agent becomes aware of events
and structures in the env1ronment

Incorporatmnr an exphmt model of perception into the de31gn process allows for a x
more reasoned approach to the development of agent systems, particularly those aspects'
related to interactions between the agent and its environment. -Simply put, the design
issue for agent systems becomes a question of what events and structures should be in the -
environment, and how the agent becomes aware of them. Mainstream theories of human -
vision posit that perception is a two—stage process: first the environment is sensed; then - f
the sense-data is abstracted or otherwise processed into inferred higher order structures.
‘This ‘sense-and-infer’ process assembles more abstract concepts from the raw materlal of
‘sensation by an internal inferencing process.

More radical theories of visual perceptlon propose that abstract structures are in the
environment and are directly accessed by perception. Pattern matchmg techmques mlght e
search for and discriminate the patterns in the environment that are the indicators of .
higher order structures. Furthermore, in virtual worlds the environment can be designed.

If the structures are there, hidden just below the surface but ‘accessible and waiting to . -
be perceived, then they can be made explicit by something akin to a labelling process.”
This transforms the task of perception from complex pattern matching into the relatlvely
trivial task of label readlng, or sensing as it will be referred to for the remamder of thlS
the81s : ’ : : i g

The following deﬁmtlon

intention recogmtlon is the process by whlch an agent becomes aware W
of the intent of others :

draws a 'deliberately s’trong comparison with the previous definition of perception."'

~ Perception involves the production of abstract representations of the environment from -
the rich array of perceptual input. Intention recognition is the most abstract form of
perception-based human behaviour. Not only does it suggest model of other mmd but
it is predictive, requiring representation of future states. Intentions of other agents cause
patterns of events and structures in the environment and if these are percewed then the
result of that perceptlon is intention recognltlon
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Dennett argues convincingly that intention ascription is the means by which folk-
psychological understanding and prediction of complex behaviour is achieved [39]. A recent
paper by Isla and Blumberg argues for the application of Dennett’s Intentional Stance to
the development of artificial intelligence but leaves unanswered questions addressed by
this thesis.

“[...Jone of the important aspects of the intentional stance (Dennett’s take on theory of
mind) is that it can occasionally be applied fruitfully to objects that we know do not have
minds of their owun—the point being that as long as the attribution of intentionality is
useful in predicting the objects behaviour, then it is as good a model as any. Initially.
we, expect it will be convenient to tag explicitly objects in the world for which a theory
of mind should be assumed. However, it would be interesting in the long-run to see
whether a character can learn which types of objects can be so treated.”—Isla and
Blumberg (81]

Current intelligent agent implementations of intention recognition adopt a ‘sense then
infer’ approach analogous to mainstream theories of human perception [15]. Consequently
these implementations are focused on the addition of inferencing, deductive reasoning,
hypothesis generation or other, similar functionality to agents. These implementations
provide intention recognition at the expense of modelling difficulties in other areas of the
agent system, often significantly increasing design complexity. Furthermore, these imple-
mentations typically provide useful, sophisticated and interesting approaches for dealing
with the inference component of sense and infer but have less to say about the manner in
which the environment is sensed.

Developers of agent systems often fail to consider the situated nature of agents and
the corresponding design interplay between the environment and the agent. Neglect of the
environment is sometimes due to system constraints that place the environment beyond the
design scope, but sometimes to a tendency for agent developers to disregard or undervalue
those areas of the system that are ‘non-agent’ and to design their agents in isolation, or
in idealised or simplified environments. In virtual worlds (or even in real-worlds where
there is some design flexibility) the agent-environment interaction can explore a design
space that provides for varied approaches to modelling intention recognition. Facilitating
this exploration is a modelling and methodological task that is informed by the lessons
of software engineering and the scientific research underpinning the philosophical and
psychological literature relating to perception and recognition.

1.1 Aim and Scope

The aim of this research is to provide the designer of agent systems with a practical
approach to modelling intention recognition for a range of intelligent agent systems. This
can be decomposed into two related aims: to provide an approach to modelling intention
recognition for intelligent agent systems; and to demonstrate that when undertaking the

design of intelligent agent systems this modelling approach offers software engineering
advantages.
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To achieve the stated aim the research leverages on the experiences of ‘mainstream
software engineering in dealing with modelling and design 1ssues—spec1ﬁcally the devel- "~
opment and use of software de51gn patterns. By adoptlng a software engmeermg approach o

" this thesis does not advocate a particular agent architecture in which intention recog-

nition might be modelled, nor is it limited to one particular technology that is stuitable
for recognising intent, or a logical account of a particular theory of intention recognition -
(though examples of each of these is provided). Instead, an approach to modelling agent
systems is presented that allows for the intention recognition design space to be explored‘
in the light of system requirements. This exploration results in a set of six architectural =
design patterns that provide the basis for modelling intention recognition in substantlally :

“different ways. These design patterns provide the software engineer with a tool-box of
‘options to meet the varying requirements of systems that will be encountered in practice.

To demonstrate the utility of these design patterns an intelligent agent system (the Virtual |

~Air Show) is described that draws out the differences between the patterns and allows a-
' cr1t1cal evaluation of their strengths and weaknesses. i '

By considering agent systems (as opposed to agents in 1solatlon) this research spemﬁ-‘
cally includes the environment into which the agent will be placed as an important consid- -
eration in the design process. Design options result from allowing ﬂex1b1hty in the locat1on SRR

“of information and processing within the agent system and these are reflected in the de-

veloped patterns. In some cases this approach moves functionality that might normally be
regarded as perception from the agent into the environment, and some of the processing

that might normally be regarded as cognitive reasoning into perception. Objections to -
this will abound. Chalmers et. al. [26] caution Al researchers against drawing strong dis-

tinctions between cognition and reasoning. Brooks and others [13] offer similar criticisms ,
about ignoring the interfaces between Al software and the environment. A critical assess- s
ment of the chosen modelling approach examines some ph1losophlcal and psychologlcal B

- implications in addition to the pragmatic realities of an engineering evaluat10n

In seeking inspiration for these patterns the agent literature, the psychology 11terature e
and the software engineering literature are consulted. This thesis draws on the psychology -

literature for design inspiration but software engineering ut1hty is ultlmately a stronder
driver than the psychological cred1b1l1ty of an adopted model. :

The complex1t1es resulting from the social interactions of multl-agent systems are S

‘specifically excluded from the scope of this thesis. In Chapter 8 the issue is dlscussed '

briefly with respect to poss1ble extensions of this research.

It is a fundamental assumptlon of this thesis that the agents under cons1derat10n ma- -

nipulate abstract, knowledge level data [125]. This assumption is one commonly associated
‘with agents in general, intelligent agents in particular, and is unavoidable when consid-
‘ering agents that must exhibit high-level human behaviours like intention recognition. A

related assumption is that the agent is situated in a complex env1ronment where data from' '

‘many sources (agents and non-agents) must be processed

Castmg intention recogmtlon in mtelhgent agent systems as a modellmg and de51gn'

(act1v1ty provides a solid software engineering basis for use in 1ndustry, practlcal msughts '
- for the appllcatlon of technology, and as Herb Simon writes: -

“What is thére to study besides the boundary sciences—those that govern the means




DSTO-RR-0286

and the task environment? The artificial world is centered precisely on this interface
between the inner and outer environments; it is concerned with attaining goals by
adapting the former to the latter. The proper study of those who are concerned with
the artificial is the way in which that adaptation of means to environments is bought
about—and central to that is the process of design itself.”—Herb Simon [161]

1.2 Thesis Contribution

There are two primary contributions of this thesis that correspond to the two con-
stituent parts of the stated aim:

e aset of six design patterns to support the designer of intelligent agent systems that
require an intention recognition capability. These patterns are presented in the style
of the mainstream software engineering literature [18] but are appropriately inspired
by a consideration of the psychology literature; and

¢ a description of an implemented system that illustrates the application and utility
of these design patterns and provides the basis for a critical appraisal.

There are two secondary contributions that were a by-product of the particular method-
ology adopted. In seeking inspiration for the design patterns the agents literature, software
engineering literature and the psychology literature were examined. This gave rise to:

e an account of the importance of perception in modelling agent systems. In particular,
the importance of an explicit model of perception as the means by which structures
or concepts in the agent’s environment are converted into representations that are
appropriate for the agent; and

e a description of the manner in which ontologies assist intelligent agent system design
and the relationship between perception and ontologies. Influenced by the developed
model of perception an account of ontologies is presented that describes a means
of integrating agent ontology design into mainstream software engineering. The
ontology is seen as a product of the design or, if it is preexisting then a constraint
over the design.

Finally there are implications for the general application of the approach described in
this thesis into other related areas of agent design and of agent behavioural modelling.
The wider applicability of this research and the future directions that it might take are
discussed in Chapter 8.

1.3 Historical Influences

This thesis was motivated by specific requirements from the domain of military simula-
tion set in the context of a more general, and ultimately more difficult, goal of advancing
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_the field of agent system deswn This sectlon, ‘and the next mtroduces some of these o
motivating factors which set the context for the ’che31s - ' .

This thesis was orlglnally concelved in the Defence Sc1ence and Technolo Orgamsa— T

tion (DSTO)” to meet a need to provide intelligent agents used as human surrogates in
military simulations [76, 78, 74] with a capacity for intention recognition. This thesis is
- part of a larger ongoing research program and the need for intention recognition is Just‘
one of many in a long ‘shopping-list’ of agent functlonahty that the mlhtary sunulatlon ’
community requires [140]. : :

- Current generatlon simulators do not yet exhlblt an mtentlon recogmtlon capac1ty PSEINGS

‘but a number of prototypes and technology demonstrators have broken new ground and
made significant advances. The addition of intention recognition to agent ‘based rmhtary'
simulations promises to greatly enhance their utility in exploring issues associated with
command and control and tactical decision-making and to generally improve the ﬁdehty
of computer generated forces in human-in-the-loop tralmng simulators [115]

- Intention recognltlon was identified by Rao and ‘Murray® as one of the sxgmﬁcant' o

- impediments to hlgher fidelity modelling of human dec151on-mak1ng in military sumulatlon

“The tasks performed by a combat pilot can be broadly divided into two dreas—situation K
awareness and tactics selection. Situation awareness is defined as the knowledge, un-v'
derstanding, cognition, and anticipation of events, factors, vajr"iables affecting the safe,
expedient and effective conduct of an air mission. ... In obtaining situation awareness,

a pilot must infer the beliefs, desires, and intentions of other pzlots from the behamom‘ '
of their aircraft.”—Rao and Murray [151] )

Their initial insights led to further work in developing a theoretical basis for modelling -
intention recognition [147]. This was taken by Busetta and Tidhar and operationalised,
in the form of a technology demonstrator [19]°. Initial experiences with the technology,

“though positive, revealed a number of unresolved challenges. It was clear that traditional
approaches to intention recognltxon though often elegant in their theoretical formulation
place limitations, constraints, or burdens on other areas of the agent design. ‘In an envi-
ronment where performance is critical, continuous pressure for the computationally light

solutions dictates that approaches like those of Rao and Murray are not always preferred

Beyond the task of providing approaches for modelling lntentlon recognition in mtel-:
ligent agent systems there are secondary motivations from the domain of military sim-’

ulation that have pushed, pulled, and otherwise directed this thesis. This brings to- T

gether some of the strands of a decade of research related to agent-based ‘military simula-

tion [74, 169, 114, 170, 78, 76], agent oriented software engmeermg [70 73, 136, 77 75]

and cognitive modelling 71, 72, 126].

DSTO uses agent based simulation to answer questlons that are 1rnpract1cal to answer‘
otherwise. Military systems are assomated with long development schedules often many

" "The DSTO provides science and engineering advice to the Australian Defence Force. L RS
~ 8The work of Rao and Murray and the subsequent research by Busetta and Tldhar was undertaken‘ -
‘with the support of DSTO. : : : -

9Further details are included in Sectlon 2. 3
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years will separate the decision to purchase a piece of equipment with the date it will
enter service. Simulation provides the only realistic option for evaluating systems during
that interim period. Even if the actual hardware has been acquired and is available for
experimentation it is also true that military systems are notorious for their high costs and

~the potential hazards associated with their operation. Simulation provides a cost-effective
means of experimenting with the hardware in a safe environment.

There is a natural demarcation in military simulation between the models of physical
systems (military hardware, aircraft, ships, radars) and models of the personnel who
operate them (pilots, soldiers, seamen, commanders). The former are well understood,
relatively simple to model and are usually simulated with standard software approaches.
The human component is problematic. Decision-making is difficult to model, is influenced
by a large number of variables and colored by emotions, experience, memory and other
human factors. Agent-based models can provide solutions to at least some of these models.
DSTO is actively investigating areas such as command and control, cognitive systems
engineering, and the theories of naturalistic decision making to improve the computational
modelling of military personnel. The broader research program will bring this diverse
research (including this thesis) together with the ultimate goal being a unified model of
human cognition in the style of Newell [124] but with equal weight given to issues of
software engineering, social and organisational modelling, and knowledge engineering.

Advice provided by DSTO may impact on multi-billion dollar defence acquisitions and
on the safe conduct of operations. Robust, reliable, high performance, well validated and
maintainable software is essential and is sometimes at odds with the need for flexible, high
fidelity models of human decision-making. With a substantial research and development
investment in intelligent agent technologies and a significant percentage of total code de-
veloped being agent oriented DSTO has a vested interest in the future of relevant software
engineering methodologies.

This thesis arose from a domain where the need to provide models of intention recogni-
tion for intelligent agents in simulation environments was influenced by: the high priority
of software engineering; the performance dictates of real-time and faster than real-time
simulation; the need for a range of solutions; the importance of validation and verification;
and the development of a cognitive model.

1.4 Agent System Design Influences

This thesis does not aim to explore agent system design in general but the results of
this thesis may inform a broader research community than that suggested by the specific
title. A motivating driver for this research was the continued investigation of methods,
techniques, and tools that can support the broad spectrum of agent software design activ-
ities. Within the broad spectrum of software engineering activities classifiable as ‘design’
there are four that are related to this thesis.

Agent Interface Design Most software bugs occur at module interfaces [178]. This is
particularly true of agent systems where interfaces translate data from the standard
software that is typical of agent environments into the novel languages, higher levels
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of abstractwn and ontologies that are typical of agents [188] Ins1ghts mto method—j
ologies for designing the interfaces between agents and environments are available by
explicitly modelling perception [77]. The literature suggests that interfacing agents
with environments is problematic. The interfaces are constrained by many factors: =
the nature of the environment, ontologies, requirements on the agent behaviour and
other system requirements. These conflicting requirements demand an hohstlc view.

‘An agent-centric view simply exacerbates the problem:

“When a researcher working on a particdlar module géts:tovchoose both the inputs
and the outputs that specify the module requirements I believe there is little chance " - L
the work they do will fit into a complete intelligent system ”——Rodney Brooks [13] LT

De51gnmg Agent Friendly Env1ronments Agents, though autonomous and modular
must be designed within the constraints of the environments in which they are sit-
uated. In domains where the environment is within the design scope there is an
interplay between the design of the agent and the design of the env1r0nment De51gn- .
ing environments so that they are agent friendly is an 1mportant agent engineering
issue that is informed by a consideration of agent perception [135]. Awareness of the
importance of the environment in shaping the d651g11 of agents has been recogmsed
by some researchers.

“Without an environment, an agent is effectively uselesvs.' Cut off from the rest
of its world, the agent can neither sense nor act. An environment providés the
conditions under which an entzty (agent or object) can ezist. It defines the prop- -
erties of the world in which an agent will function. Deszgmng effective agents '
requires careful conszdemtzon of both, the physical and commumcatzonal aspects of

their environment. "—James Odell et. al. [133] :

Environments that agents are placed into are often legacy systems lackihg the nec-
essary features. Strategies for overcoming the limitations of these environments are
required for allowing the proliferation of agents into real—vvorld settings s .

Utlhslng Ontologies for Agent Desngn Agents are typlcally ‘knowledge—level’ entltles.
Certainly those that will exhibit abstract reasoning like intention recognition qual-
ify. The growth of interest in ontologies promises to provide guidance for structurmg'
and sharing agent knowledge. Research into agent ontologies is split into two broad .
~camps. The global, sharable ontology community and the lightweight ontologies
- community. In both cases there are requirements to des1gn use and reuse ontolo-
“gies [63, 193, 65, 180]. Furthermore it is desirable to incorporate the de&gn and
development of ontologies into the software engmeenng process either as constraints
(in the case of a predefined reused ontology) or as'a set of requlrements (1n the case
of an ontology to be developed). : :

“l...] the success of these efforts depends on the development of an engineer-
ing discipline for ontology design, akin to software engmeemng for conventzonal
software. "—Gruber [63] :
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Developing Design Patterns for Agents Patterns provide powerful examples of en-
capsulated experience that allows software engineers to reuse the successfully ap-
plied designs from previous developments. A set of appropriate modelling choices
and design patterns that characterise the spectrum of possible intention recognition
approaches will guide the development of future intelligent agent systems.

“Developers of Al software are normally faced with design challenges involving
robustness, efficiency. and extensibility. Most of these challenges at a higher level
are independent of the application-specific requirements. Although design patterns
have been successfully adopted to tackle these issues, they are rarely documented.
Conseguently this knowledge remains hidden in the minds of developers or buried
within complexr system source code.”—Kostiadis et. al. [100]

These aspects of design have three things in common: they been identified in the
literature as deficiencies in the state of the practice of intelligent agent development;
they are integral to an engineering approach to modelling intention recognition; and they
are issues that are being addressed currently by those researchers concerned with agent
oriented software engineering. It seems clear that agent oriented software engineering
techniques will increasingly become important tools for the software engineer.

“It is already a good bet that the software engineering of tomorrow will be ‘agent
oriented’ just as that of today is beginning to be object oriented”—Jacques Ferber [48]

Many agent oriented analysis and design methodologies have been suggested [17, 185,
182, 29, 97] and the breadth of research in this area has resulted in the emergence of many
agent-related concepts that are useful for analysis and design. It is desirable to distill

the important concepts to gain insights into more general agent development methodolo-
gies [89].

This thesis will not attempt to develop any general methodological approach but will,
through example, detail some techniques and models that might be components of a more
general approach to agent systems development. In adopting an agent oriented design
approach to modelling intention recognition this thesis hopes to meet the challenge set by
Nick Jennings:

“Agent-oriented techniques represent an exciting new means of analysing. designing
and building complex software systems. They have the potential to significantly improve
current practice in software engineering and to extend the range of applications that
can feasibly be tackled. Yet, to date, there have been few serious attempts to cast agent
systems as a software engineering paradigm.”—Nick Jennings [84]

If agent oriented software engineering is to become a powerful, widely adopted, main-
stream methodology then a process of unification, standardisation, and industrialisation
must occur!®. The disparate nature of agent research and technology means that unifying

9These processes are those that have been used to characterise the development of the UML and object
oriented software engineering [130]

10
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agent oriented software engineering might be problematic. The matur]ty of ob Ject orlented
analysis and design and related tools, languages, and methodologies will be an 1mportant
influence over a future unified view of agent oriented software engineering [89]. With this

in mind the unified modelling language (UML) is adopted and extended here as a notatlon ‘

for describing and documenting the presented design [73, 136]

1.5 Structure of Thesis

This thesis is divided into four parts. Part introduces and summarises the thesis

by articulating the aim and scope and the contributions of the thesis then providing an
historical background to situate the thesis in a broader context. Chapter 2 then discusses

in more detail the related literature and relevant theoretical and practlcal approaches that _

-provide the necessary background.

Part 2.8 directly addresses the first part of the aim of the thes1s “to prov1de an ap—
proach to modelling intention recognition for intelligent agent systems”. Together the
four chapters of Part 2.8 provide the methodological part of the thesis resultmg in a set of
“design patterns for modelling intention recognition in intelligent agent systems. Chapter 3
examines three ways in which perception influences models of intention recognition. In
order to set a modelling framework in which to explain existing approaches and to provide

the basis for further development an explicit model of perception is presented. ‘Secondly - -

Gibson’s theory of direct visual perception is extended to explain intention recogmtlon
in humans. Gibson’s original theory and its extension into intention recognition provides

important insights for modelling intention recognition in intelligent agent systems. Fi- - '

nally, the importance of the environment in conditioning the design of agent perception is
examined and a framework for modelling intention recognition in intelligent agent systems

is developed. A byproduct of the adoption of an explicit model of perception is the elab- =

oration at design time of the knowledge level concepts that are important to the agent.

This establishes a strong link with existing research into ontologies. Chapter 4 completes

the background theory necessary for developing the models of intention recognltlon by
. investigating the roles that ontologies can play in designing agent systems. Chapter 5
applies the lessons from Chapters 3 and 4 to develop a set ‘of architectural designs that

prov1de alternatives for modelling intention recognition. These designs are elaborated and

presented in the style of the mainstream software design patterns literature i in Chapter 6.

Part 6.3 addresses the second part of the aim of the thesis “to demo'nstmte that 'when '

undertaking the design of intelligent agent systems this modellmg approach oﬁers soft'ware
‘engineering advantages”. The systems described apply ‘the design patterns that were the
principal result of Chapter 6 to the design of six variants of an mtelhgent agent system.

The developed system, a flight simulator with an intelligent agent acting as a flight-training

instructor is sophisticated enough to provide an indication of the strengths and weaknesses
,vof each of the design patterns. A single example (the most technologlcally challengmg) is
descrlbed in detail and is taken to implementation in Section 7.3. :

Part 7.3.4.3 summarises and discusses the implications of this research and prov1des

pointers to the possible extension and reapplication of this work.

The four identified contributions of this thesis correspond to the primary ehaﬁters: -
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Chapter 3 An account of the importance of perception in modelling agent systems. In
particular, the importance of an explicit model of perception as the means by which
structures or concepts in the agent’s environment are converted into representations
that are appropriate for the agent.

Chapter 4 A description of the manner in which ontologies assist intelligent agent system
design and the relationship between perception and ontologies. Influenced by the
developed model of perception an account of ontologies is presented that describes
a means of integrating agent ontology design into mainstream software engineering.

The ontology is seen as a product of the design or, if it is preezisting then a constraint
over the design.

Chapter 5 and 6 A set of siz design patterns to support the designer of intelligent agent
systems that require an intention recognition capability. These patterns are presented
in the style of the mainstream software engineering literature [18] but are appropri-
ately inspired by a consideration of the psychology literature.

Chapter 7 A description of an implemented system that illustrates the application and
utility of these design patterns and provides the basis for a critical appraisal.

12
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Chapter 2

Background

“A large part of appearing intelligent is not only the ability to be predictable (in the
sense of Dennett’s intentional stance) but also the ability to form predictions, and to
act in anticipation of those events predicted. "—Isla and Blumberg [81]

“We’d been caring for the Al weaning it. Then Donald warned us that the system
started to display more than consciousness. It started to display intention.—X-Files
The Kill Switch Episode

This Chapter provides details of the literature, technology, and associated develop-
ments that inform, motivate and otherwise guide this research. Often the importance lies
in emerging trends in particular fields or in the relationships between subject areas. It
provides the background knowledge that sheds light on why certain approaches were taken
and justification for the models that are presented. Links back to this chapter are supplied
throughout Parts 2.8 and 6.3 so the reader might choose to skip this Chapter, referring
back to it only when necessary. A summary of this Chapter (Section 2.8) provides a set of
statements interpretable as requirements, constraints and assumptions against which the
results of thesis is evaluated in Part 7.3.4.3.

Section 2.1 presents a brief history of agents and develops a consensus based definition
of agency that sets the scene for the remainder of the thesis. As definitions change
over time there are emerging trends that point toward relevant areas of research.

Section 2.2 provides an account of the relevant literature that deals with intention and its
impact on the development of agent systems. In keeping with Section 2.1 intentions
are presented as an ascribed property of a system or as part of the description of a
system.

Section 2.3 builds on Section 2.2 by adding a survey of the intention recognition litera-

ture. Specific examples from the literature are critically assessed and a stereotypical
case study presented.

Section 2.4 One of the emerging trends in agent research is the situated nature of agents
and the corresponding importance of environments. The situated cognition litera-
ture, particularly that which relates ecological visual perception is important to the
intention recognition models developed later in the thesis.

13




DSTO-RR-0286

14

Section 2.5 The last decade has seen intelligent agent research subsume much of what
was previously artificial intelligence. Areas of mainstream AI offer insights into
important considerations for intention recognition. Specifically the focus on hybrid

systems, certain types of pattern matching and the movement toward a ‘Situated
AT

Section 2.6 The emphasis on the design-time interplay between the agent and the envi-
ronment suggests that software design and the lessons of software engineering will be
necessary in anchoring the practical, methodological side of this thesis. Design pat-
terns, important in the object oriented community have been identified as important
in the development of intelligent systems.

Section 2.7 A discussion of ontologies can inform the design of agent modelling when,
as is the case with intention recognition there are highly abstract (knowledge level)
concepts involved, interactions between agents and system design issues to consider.

2.1 Agents and Agency

This section revisits the fundamental definition of agency, not to reopen what might
be a rather futile debate, but to show that there are several important concepts in agency,
perception being a significant one, that are common across all agent systems, are an
integral part of agency, and will likely form part of a unified view of agency should one
emerge. In the early 90’s the OO community went through several years of unifying
fragmented views before a clear and consistent approach to building OO software emerged.
The agent academic research community has, in many respects, addressed the various
definitional debates about agency and moved on. The multitude of views, definitions and
opinions about agents is a property of the rich diversity of current research. This diversity,
whilst healthy in a research community, can lead to difficulties in standards, pedagogy,
and engineering practice. Without agreed common definitions about base concepts it is
difficult to transition the lessons learned by the agent community into the classroom and
industrial practice. So, though it is necessary to retain diversity to avoid stifling threads of
research it is as important to move toward agreed definitions that can build a community
of practice in industry. The definition of agency provided in Chapter 1 is not meant to
stake a claim as the definition of agency. Rather it is indicative of the high level definitions
that must be agreed upon if a unified view of agency is to be achieved.

It has been noted by Wooldridge and Jennings [188] that there are dangers for the agent
developer in ignoring emerging standards. As experience with agent systems development
grows, the successful reapplication of techniques, architectures, tools, and knowledge will
require a unified view of agents. Efforts to standardise aspects of agency are proceeding in
a number of quarters with the Agent UML [132], standard ontologies [63], and the work
of FIPA {142] and the development of the KQML [49] being obvious examples. Those
seeking to apply the results of agent research in an industrial setting must first ascertain
the relationship between their model of agency and these evolving structures.

Specific types of agents require mobility, social ability, rationality, intelligence, and
other properties but the generic definition above will cover the broad features. Some
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might argue that the concept of proactivity or goal directed behaviour is important as
it provides a clear distinction from objects that are generally considered reactive. Much
of the research into agent theories is associated with defining, adding, and elaborating
upon these extra features of agency. Elsewhere Juan et. al. [89] have addressed the
problem of how to provide core definitions of agency with flexible variations for specific
domains, agent theories, and languages much in the way that the UML provides profiles
for particular modelling activities [7, 4].

It is still worth considering some of the different views of agent proposed over the
last four decades—their common ground offers guiding insights for developers of agent
technologies and methodologies. So from the foundations of agency in the 1950’s comes
the idea of agents as software servants answering human requests.

“The idea of an agent originated with John McCarthy in the mid-1950s, and the
term was coined by Oliver G. Selfridge a few years later, when they were both at the
Massachusetts Institute of Technology. They had in view a system that, when given a
goal, could carry out the details of the appropriate computer operations and could ask
for and receive advice, offered in human terms, when it was stuck. An agent would be
a ‘soft robot’ living and doing business within the computer’é world. "—Kay [93]

Notions of goal-directedness, autonomy, human surrogacy and knowledge-level inter-
actions are clearly important even in this early definition and have recurred ever since. In
this vein Wooldridge states that:

“An agent is an entity with four properties: autonomy, proactiveness, reactivity, and
social ability. ”—Mike Wooldridge [184]

Other views of agency, no doubt influenced more by embedded systems, robotics,
cognitive modelling, and what Jordan and Russell call the “situated movement in AT” [88],
strengthen the idea of agents as situated in an environment. Adding an environment to the
mix introduces the idea that the agent must perceive to support its autonomous action.

“An autonomous agent is a system situated within and a part of an environment that
senses that environment and acts on it, over time, in pursuit of its own agenda and
s0 as to effect what it senses in the future.”—Fanklin and Graesser [51]

“Autonomous agents are computational systems that inhabit some compler dynamic
environment, sense and act autonomously in this environment, and by doing so realize
a set of goals or tasks for which they are designed.”—Patti Maes [109)]

“Intelligent agents continuously perform three functions: perception of dynamic condi-
tions in the environment; action to affect conditions in the environment; and reasoning
to interpret perceptions, solve problems, draw inferences, and determine actions.”—
Barbara Hayes-Roth [69]

A more recent description of agency by Wooldridge agrees with these:
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“An agent is a computer system that is situated in some environment, and is capable of
autonomous action in that environment in order to meet its design objectives. "—Nlike
Wooldridge [186]

This shift observed over time is toward definitions that sec agents as situated. mirrors
similar related trends in Al research. This reflects the close links between AI and Intelligent
Agent research. For many, the study of situated Al is the design of Intelligent Agents.

An important characteristic of agency that emerges in many definitions is the idea
that agents are concerned with more abstract processing than other software!l, They ma-
nipulate higher-level data and communicate in higher-level languages than other software.
Nwana states this succinctly:

“Lastly. and perhaps most importantly. agent-based applications operate typically at
the knowledge level (Newell, 1982), not at the symbol level as is the case in distributed
computing applications. In any case, modules in distributed computing applications
are not autonomous in the same sense as described earlier for agent applications. The
majority of software applications may be ruled out from the set of agent-based appli-
cations on the same grounds that expert systems or distributed computing applications
are."—Hyacinth Nwana [129]

The idea that agents operate at a higher level of abstraction is important for the
software engineering community where abstraction is a valuable tool in the management
of increasingly complex software and is one of the more widely published advantages
resulting from the adoption of agent technologies [74, 84].

Bradshaw makes yet another important distinction:

“Out of this confusion, two distinct but related approaches to the definition of agent
have been attempted: one based on the notion of agenthood as an ascription made by
some person. the other based on the description of the attributes an agent is designed
to possess.”—Bradshaw [9)]

The difference between ascribed and described agency will become an important aspect
of dealing with intention recognition later in the thesis. Intentional states, important for
modelling agent systems, are similarly capable of the same ascription/description demar-
cation.

Taking a software engineering view allows a partial reconciliation of Bradshaw’s dis-
tinctly different views of agency (See Figure 2.1). From this perspective agents are ascrip-
tions and descriptions depending upon the phase of the engineering process.

Further software engineering background is covered in Section 2.6 but the definitions of
agency preferred by those agent researchers with a strong software engineering background
and concerned more with the industrial application of agency are important in providing
insights into the likely future of agents if they are to become a standard part of the software
engineer’s inventory of solutions. Jennings, for example, states the results of adopting an
agent-oriented approach as:

"Even in the earliest definition of agency was the idea that agents should “ask for and receive advice,
offered in human terms”.
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Figure 2.1: A Software engineering view of Bradshaw’s distinction between ascription and
description. If the agent concepts ascribed by the subject matter expert as they envisage or
use the software match the agent concepts present in the design and implementation then
the system is strongly agent oriented. This matching of structures in the head of the user
(ascription) to those internal to the system (description) is a primary advantage of agent

technologies and can facilitate through life validation and verification.
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“the key abstraction models that define agent-oriented mindsets are agents, interac-
tions, and organisations.”—Nick Jennings [83]

A similar emphasis on the social and interactional aspects of agency is provided by
O’Dell and the other developers of the AUML [132] with the focus being on relationships
between agents and not the development of approaches for the internal design of agents
[96, 182, 185]. Agent software engineering development is being pushed by manufacturing
process control, e-commerce and e-business, -and web applications. The most pressing
problems of this domain are the rapid proliferation of computer networks, typified by
the spread of the web, that has generated legacy and integration problems for engineers
tasked with connecting the disparate business systems of that were previously isolated. In
addressing these issues it is the connections between agents, what Kinny et. al. calls the
external model [96], that are more important than the detail of agent itself (the internal
model). Though most agent oriented software engineering approaches concentrate on the
agent aspects and provide little support for embedding agents into environments it is
inevitable that as the field matures the environments in which agents are situated will
receive increasing attention.

Returning to the definition of agency that was proposed in Chapter 1:

an agent is an autonomous entity situated in an environment that it
can perceive, and in which it can act.

Examining this definition in more detail:

autonomous An agent has the capacity to act by itself. The agent selects its own actions
and there is an implication that the agent is proactive as well as reactive. There is
a tradeoff between communication, autonomy and the social aspects of agency. It is
expected that an agent can often decide for itself the appropriate course of action
or discover the relevant information. In this respect agents are expected to be more
independent than other software.

situated An agent is associated with an environment. It is linked with, via design, a
particular environment and the association is two way. Agents influence the envi-
ronment and vice versa.

environment For the purposes of this definition the environment includes everything
external to the agent. This can, of course, include other agents.

perceive the agent has the capacity to perceive the environment. In simple software
terms perception models the data entering the agent from all other components
of the system. The important point here is that perception captures a sense of
the proactive searching for data often associated with agents as well as the passive
receipt of data from the environment. Describing the agent as having perception also
carries something of the human metaphor that is a big part of the popularity and
utility of agents. By this definition perception subsumes all of the possible inputs to
the agent, including communication!?.

21t will be seen in later sections that treating communication as just another form of perception has
some advantages during design.
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act the agent can take action to change the environment. Again in a simple software
engineering sense, action subsumes all of the output from the agent. Like perception
this subsumes communication from the agent. Again the human metaphor plays an
important role here in lending intuitive understanding about what it means to act.

Most proposed definitions of agency agree (or at least do not violently disagree) with
this definition. Indeed this definition is deliberately broad and inclusive but there are some
important points to note. The definition has aimed for wide coverage in the hope that most
of the agent theories, architectures, and languages in existence can fit within this definition.
The goal is a general definition that has broad coverage with specialisation available for
particular theories, architectures, languages and domains. By being necessarily general
it will need refinement and specialisations to handle particular classes of agent. The
definition makes no claims about the social nature of agents and multi-agent systems.
Researchers such as Tidhar point to the fundamental differences between agent systems
and multi-agent systems [172]. This thesis does not directly deal with multi-agent systems.
A discussion of the limitations of this thesis with respect to multi-agent systems is included
in Section 8.3. Multi-agent systems are those where the agents have a social existence.
This generally requires representing concepts such as identity, communication, and teams.
Multi-agent systems are distinguishes here from populated single-agent systems where
there are many agents but they have no concept of identity, they do not communicate,
and they are aware of other agents only as observable entities in the environment that
offer no particular opportunities for social interaction.

- This definition specifically accounts for the inputs to (perceptions) and outputs from
(actions) an agent. It is widely reported [178] and widely accepted that the greatest number
of software development bugs occur at the module interfaces. By explicitly defining the
agent interfaces as a part of the basic concept of agency a step toward addressing some of
these issues is taken. The perceptions and actions also start to define the signature of the
agent and will guide the developer in reusing the agents across multiple projects.

It is of course necessary to make some comment about the internal structure of the
agent and it is here that other agent oriented software engineering methodologies and
agent definitions make some strong claims to the nature of agency. Social aspects, mobil-
ity, learning, and beliefs, goals, roles, memory, and many other concepts have been used
to define agency and recommended as the basic concepts of agents that lead into analysis
and design methodologies. Because of the fragmented nature of agent research and devel-

opment this thesis will try where possible to remain agnostic with respect to the existing

technologies and to develop methods applicable for many.

2.2 Intention

Dennett [39], Searle [159], Anscombe [2] and Wittgenstein [183, 2] are just a few of the
throng of philosophers that have published several works dealing with role intention plays
in theories of consciousness, planned action, rationality and intelligence. Some philoso-
phers are more concerned with the role that intention plays in directing rational decision
making and guiding future action. For example, Bratman’s work on rational agency in
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the context of practical reasoning takes intention as the core attitude that directs future
planning.

“Much of our understanding of ourselves and others is rooted in a commonsense psy-
chological framework. one that sees intention as central. Within this Sframework we
use intention to characterise both people’s actions and their minds. [...] these char-
acterizations provide a basis for our everyday attempts to predict what others will do,
ezplain what they have done and coordinate our projects with theirs.”—Bratman [10]

Many agent researchers have recognised the importance of intentions in developing use-
ful agent theories, architectures, and languages. Rao and Georgeff [149] developed a model
of agency (BDI) that led to the commercialization of several high-level agent languages.
Cohen and Levesque [32], Grosz and Kraus [61], and Konolige and Pollack [99] have each
added valuable contributions to the growing literature dealing with the theoretical basis
for incorporating theories of intention into agent research. The software engineering com-
munity is also starting to embrace the idea of intentions, though mainly with respect to
user modelling for interface design [68] or forensics [87).

There are few proposals to use the concept of intention in an agent oriented software
engineering context. In a thesis dealing with intention recognition it is to be expected
that intention will play an primary role in the specification of an agent system. Intention
recognition, whilst a useful and valuable functional capability for some agents, and the
main thread of this thesis, is by no means universally applicable. Only a percentage
of the agent systems under development might actually require an intention recognition
capability. For those systems that require an intention recognition capability intentions are
an important, even primary, component during specification, design and implementation.
Stronger views regarding the intrinsic importance of intention to all forms of agency have
been made. It has been previously claimed that:

“intention is a property of agency suitable for the analysis and design of all sufficiently
complex agent systems regardless of their particular internal structure. —Heinze [70]

By elevating intention to a fundamental concept of agency it assumes an important
role in the development of an agent system. Exactly what role intention plays will depend
upon how far through the software life-cycle the representation of intention can be carried.
Just as agency itself can be an ascription or a description (see Section 2.1 and [9]) so too
can intention be an ascription: a property of an agent useful to the specifier and user of the
system; or a design or implementation level description of an agent useful to the designer
and programmer. This thesis supports the view that for any sufficiently complex agent
system regardless of the architecture or language chosen ‘intention’ is a fundamentally
important concept. Intentionality can be an ascribed or described property of a system in
precisely the same way that agency itself can be an ascription or a description at different
stages of the software life-cycle. It has been observed by the developers of agent systems
that embody folk-psychologic constructs that the intuitiveness and inherent familiarity
that they offer simplifies aspects of software development. Whether or not the implemented
system explicitly describes these constructs it seems probable that ascribing them might
have utility during the earlier phases of software development.
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2.2.1 Intention as Ascription

Ascription theory [160] has formed the basis for a number of important works in
philosophy and psychology. Dennett, for example, argues convincingly that the ascription
of intent is a perfectly reasonable, and indeed highly successful, way of predicting and
describing the behaviour of systems that are complex enough to avoid explanation from
other stances.

Dennett offers three stances that can be adopted to explain and predict the behaviour
of systems. The physical stance operates entirely upon knowledge of physical composition
and of the laws of physics. Those who advocate Laplace’s deterministic universe might
suggest that everything is explainable (at least theoretically) from this stance. Certainly
many things are capable of being predicted by the laws of physics but:

“Sometimes, in any event, it is more effective to switch from the physical stance to what
I call the design stance, where one ignores the actual (possibly messy) details of the
physical constitution of an object, and, on the assumption that it has a certain design,
predicts that it will behave as it is designed to behave under various circumstances. For
instance, most users of computers have not the foggiest idea what physical principles
are responsible for the computers highly reliable, and hence predictable, behaviour. But
they have a good idea of what the computer is designed to do.”—Daniel Dennett [39]

There are systems that avoid explanation from the even the design stance however and
for these Dennett advocates the intentional stance.

“Sometimes even the design stance is practically inaccessible, and then there is yet
another stance or strategy one can adopt: the intentional stance. Here is how it
works: first you decide to treat the object whose behaviour is to be predicted as a
rational agent; then you figure out what beliefs that agent ought to have, given its
place in the world and its purpose. Then you figure out what desires it bught to have,
on the same considerations, and finally you predict that this rational agent will act to
further its goals in light of its beliefs. A little practical reasoning from the chosen set
of beliefs and desires will in many—but not all—instances yield a decision about what
the agent ought to do; that is what you predict the agent will do.”—Daniel Dennett
[39]

McCarthy summarises the position well.

“To ascribe certain beliefs, free will, intentions, consciousness, abilities or wants to
a machine or computer program is legitimate when such an ascription expresses the
same information about the machine that it expresses about a person. It is wuseful
when the ascription helps us understand the structure of the machine, its past or
future behaviour, or how to repair or improve it. It is perhaps never logically required,
even for humans, but expressing reasonably briefly what is actually known about the
state of the machine in a particular situation may require mental qualities, or qualities
isomorphic to them. Theories or belief, knowledge and wanting can be constructed for
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machines in a simpler setting than for humans and later applied to humans. Ascription
of mental qualities is most straightforward for machines of known structure such as
thermostats and computer operating systems, but it is most useful when applied to
entities whose structure is very incompletely known.”—McCarthy [113]

Adopting the intentional stance occasionally requires the ascription of intention to
objects, agents, or entities without intent. It matters not, the intentional stance is still
highly successful as a predictive tool: useful regardless of the internal structure. Russell
and Norvig see this as a disadvantage:

“The “intentional stance” has the advantage of being based solely on the entity’s be-
haviour and not on any supposed internal structures that might constitute “beliefs”.
This is also a disadvantage, because any given behaviour can be implemented in many
different ways. The intentional stance cannot distinguish among the implementations. "—
Russell and Norvig [156]

But in a software engineering context where abstraction and implementation indepen-
dence are valued, the inability to distinguish from among implementations is actually a
advantage. From a software engineering perspective ascribing intention will be most useful
if there is some associated manifestation of that intention in the resulting software. Its
utility in any case is that it provides intuitive insights into the workings of the system
that accord with everyday folk psychological attributions that, according to Dennett are
the human stock in trade for predicting the actions of complex systems!3,

2.2.2 Intention as Description

Some particular classes of agents, prototypically characterised by Rao and Georgeff’s
BDI agent model [149] or other cognitively inspired alternatives [99, 32], regard mental
attitudes like intention as fundamentally important. Just as intentionality has an im-
portant role in the philosophical understanding of human behaviour there are a class of
software agent systems that take intentions to be of primary importance in the descrip-
tion of agent behaviour. These agents typically include some manner of programming
languages support for the representation, generation, and execution control of intentions.
Examples include dMARS [42], UM-PRS [106], JAM [164], JACK [20], RIMA [11], and
Attitude [104]. Programming support for representing intentions helps distinguish these
languages them from agent systems that offer no such explicitness. A brief account of one
of these languages follows. These agent systems provide the software engineer with the
programming level tools necessary to describe agent behaviour in terms of intentions and
related mental attitudes. For agents constructed from these languages an observer can
still happily ascribe intentions to the agents but now these ascription can be grounded (if
necessary) in concrete manifestations of intention within the executing agent.

BThere is a corresponding view from developmental psychology where, it is argued by Olson et. al.,
there is a difference between ascribing intentional states to those that can also ascribe them to themselves
(adults) and those that demonstrably cannot (children under the age of three) [191].
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2.2.2.1 dMARS

dMARS is a multi agent architecture that implements a BDI model of agency based
on the concepts of intentions, plans and practical reasoning developed by Bratman [10].
Further information about the underlying formalism of dMARS is available in [148] and
[150].

Every dMARS agent comprises a set of beliefs, desires (goals), plans and intentions.
The beliefs of an agent are stored symbolically in a relational database. Beliefs may refer
to hard physical data sensed from the environment, more abstract concepts that are the
product of some reasoning process, or representations of the internal state of the agent.
The goals of an agent are descriptions of required behaviors or desired outcomes. The
plans are graphical representations of procedural knowledge for specifying actions to take
to accomplish these goals. The intentions are plan instances selected for processing to
achieve a goal. They represent commitments by the agent to the achieving of a goal
through the course of action specified by the plans. The graphical nature of plans allows
them to be displayed during the simulation through the dMARS Control Interface. This
feature allows the plans adopted by the agent to be displayed and the current state of the
agent reasoning evaluated during the simulation. This gives observers visibility into the
intentions actually adopted and executed by the agent. With careful design these plans
can be read and understood by lay-people with little or no additional explanation. A
detailed description of the IMARS system as it pertains to air-combat modelling can be
found in [171] and further dMARS specific information may be obtained from [42].

dMARS has been used as the agent language for several large projects [37, 116, 151].
It has been chosen as the implementation platform for some of the agent components of
the example systems described in Chapter 7.

2.3 Intention Recognition

In Chapter 1 the following simple definition of intention recognition was provided.

intention recognition is the process by which an agent becomes aware
of the intention of others

Before embarking on a discussion of the relevant background it is worth considering why
intention recognition is necessary at all. Clearly there is a link between communication and
intention recognition. Humans use both verbal and non-verbal queues to help ascertain
the intentions of others. Developers of agent systems also make use of both verbal and

non-verbal actions to provide insights into the reasoning of their AI [141].

“an actors internal state is made visible in three ways: language (spoken dialogue, even
aliens can still convey mood, e.g. wort wort wort), different animation postures based
on intention (sneaking, running, hiding), and specific animation triggers (gestures,
canned dive/roll movements).”—Chris Butcher and Jaime Griesemer [21]
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The relationship between intention recognition and communication can be seen best by
considering intention recognition as a requisite for coordinating activity when communica-
tion is disabled. If communication is reliable and the agents are capable of fully and hon-
estly and expressing their intent in an understandable fashion then intention recognition
reduces to communication. There is no need for sophisticated inferencing, hypothesising.
guessing, deducing, or evidence gathering. An agent simply asks another about its intent
and the response provides all of the necessary information.

Without communication or other reasonably direct access to mental attitudes of oth-
ers, to inform intention recognition it is necessary to rely on observations of the effects
of their actions. It might seem that simply ensuring perfect, reliable communication of
intention between agents offers a simple and efficient approach to intention recognition.
Unfortunately there are many reasons why for almost all systems this solution is imprac-
tical. These reasons are useful to consider because they provide insights into constraints
on the design of intention recognition that will guide the selection of better solutions.

Communication is unavailable In some systems it is not possible to implement direct com-
munication between the agents. There are many reasons why this would be so. It may be
bandwidth related, perhaps the agent is incapable of communicating.

Communication is unreliable The Byzantine Generals Problem [105] and its variants indicates
the unreliability inherent in communication in certain situations. For many of these types of
problems no communications based solution exists. Strategies for overcoming the difficulties
of agent “mind-set synchronisation” exist but even without these logical design difficulties
in distributed systems something as simple as the lack of a communication channe! caused
by a temporary hardware fault or transport delay can make communication unreliable.

Communication is uneconomic Communication is often very expensive. The lessons of dis-
tributed Al suggest that a balance between inter-process communication and processing
needs to be achieved. If care is not taken the communication between distributed processes
outweighs any advantage in distributing the problem in the first place. So in considering per-
formance issues, particularly in real-time systems, balancing processing and communication
is clearly an issue and understanding the balance is central to achieving good designs.

Communication is un-agent One of the advantages of agents is their inherent autonomy. By
their very name they are expected to operate by themselves and require less assisting commu-
nication than some other non-agent solutions. That is not to suggest that agents shouldn’t
ever communicate—clearly communication is a very important part of the design of an
agents. Overcoming problems by communicating more and more data to the agent when
intuition suggests that the agent should be solving the problems for itself seems to violate
the very notion of agency. Clearly care must be taken in balancing autonomy with the need
for communicated assistance.

Communication is undesirable In competitive or combative situations communication is un-
desirable or might be deliberately deceptive. In commercial situations when security is of
concern any communication must be treated cautiously. Similarly in military simulation
where agent adopt adversarial roles any communication of intent to an opponent is unwise.

Communication is unrealistic The issue of ‘realism’ in agent systems becomes important when
agents are used as computational models of real people. If agents are used as computational
models of human cognition then there may be modelling fidelity requirements that dictate
that the agents should not communicate if humans placed in a similar situation would not
communicate. This is particularly relevant to military simulation where maintaining mod-
elling validity with the real world is very important.
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Communication is not understandable In heterogeneous agent systems it is likely that agents

' might speak different languages thus limiting the possibility for communication. Efforts to
standardise communication languages [49, 50] continue but as yet it is likely that something
as sophisticated as communication of intent is beyond the scope of these standards.

Viewing the content of observed actions as having a similar consequence with respect to
intention recognition as communication suggests certain approaches for modelling intention
recognition. This idea is elaborated in Chapter 3. These limitations refer specifically to
the nature of communication but there are also impediments related to the content of the
message.

Lack of Intention Not all agent models include an explicit representation of an intention, or even
something that might pass for intention. Without an internal representation of intention the
agent would need to construct some plausible representation of intention that modelled its
behaviour for the exclusive purpose of communicating with others. This would seem to be
highly impractical.

Intention is Complex Simply because an agent has an intention does not mean that it can com-
municate the important aspects of that intention to another. The specific implementation of
intention within the agent would need to be communicated and that would depending upon
the type of agent perhaps the sending a great deal of information about the goals, beliefs,
plans, motivations or whatever the internal design of the agent dictated. In the extreme the
entire internal state of the agent might need to be transmitted in order that intent can be
correctly interpreted.

Intention is Contextual Intentions are often highly dependent on context. A high-level descrip-
tion of an agent’s intent might not make sense without an understanding of the environment
in which the agent exists. In order to communicate intent it might also be necessary to
include a great deal of contextual information dealing with the surrounding environment.

Intention Recognition is Purposive An agent recognises the intent of another for a purpose.
The depth of understanding of an intention that is required by an agent depends upon
why knowledge of the intention is required. It might be that an agent needs only the
broadest understanding of the intent. Simply knowing the general class of intent is adequate
and details are unimportant. In order to obtain the appropriate level of detail a dialogue
between agents would be necessary. In this light intention communication must be extended
to a conversation between agents about the intention of one of them. This dramatically
increases the complexity of intention communication from a simple broadcast by an agent
to a negotiation about the nature of its intention.

With these limitations in mind it is easy to see that some form of intention recognition
is likely to be needed to support coordinated or competitive activity in many domains.

The following sections quickly references some of the more significant domains in which

intention recognition is an identified requirement.

2.3.1 Human Intention Recognition

In everyday life human interaction requires ongoing and complex intention recognition.
In competitive activities the need for intention recognition can be obvious but even in
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simple conversations humans are predicting the future direction of the conversation and
the reaction of the other persons by recognising the intent manifested in the conversation.

Any in depth analysis of human intention recognition is outside the scope of this thesis
but a quick examinations of some of our everyday understanding of intention recognition
will shed light on the remainder of the thesis. Often intention recognition is performed sub-
liminally. Conversations unfold and subtle queues are reacted to without much conscious
thought given to the underlying motives of the other.

Military focussed research into intention recognition is in the ares of automated support
for the decision maker using data fusion and threat assessment tools [122, 190]. These tools
are developed to process data from sensor networks and to assist the user in detecting
and classifying targets or in determining the threat posed by unknown or hostile threats.
The level of threat posed by a hostile contact is tied closely to inference of its intent.
Endsley [44, 45] and others use a three level scale to classify the activities related to
situation awareness. Level one situation awareness covers identification of friends and
adversaries. Level two is the identification of the situation and the development of an
understanding of the current activities of all participants. Level three situation awareness
is the prediction of the future actions of others.

Most descriptions of intention recognition in practice posit a process that sees an expert
sense the world, maintain hypotheses, and test and monitor for supporting evidence there
is some more recent research that runs counter to this. The naturalistic decision making
literature, adopts the ecological psychologists view of the fundamental importance of the
environment and the very situated nature of humans and environment. NDM suggests

. that experts just know. There is little hypothesis evaluation or time spent on complex

reasoning they simply recognise situations as a result of their experiences [194]. Norling
and Heinze [126] have suggested a set of modifications to a rational agent architecture that
allow for modelling of aspects the phenomena described by NDA. Zhang and Hill [192]
have utilised similar templatised descriptions for modelling situation awareness in virtual
worlds.

2.3.2 Agent Intention Recognition

Various approaches to implementing agent based recognition have been proposed [27,
92, 121, 91, 3]. These approaches to intention and plan recognition are grounded either in
computer science or cognitive science. As such they inevitably adopt approaches that see
complexity added to the internal computation of the agent. The standard is to observe
the actions of others and to infer the internal states. This is natural enough from a cog-
nitive modelling perspective in that it meshes with the sense and infer view of perception
that dominates the psychology literature [177] and accords with the view of agents as
autonomous. Even in multi-agent environments where the inference process must cater
for uncertainty about the identities of the actors or their social structures the process is
basically unchanged. Kaminka et. al. continue this thread of “observe and infer” in a
multi-agent setting adopting an approach that is not too dissimilar from an earlier proposal
by Tidhar and Sonenberg [162].
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“Traditionally, agent modelling researchers have ezplored techniques in which two
agents are involved. In such techniques one agent observes the actions of another agent
and attempts to infer its unobservable state features, such as intent, goal, plan."—
Kaminka, Wendler and Ronen [90]

Agent modelling researchers seem reluctant to consider that either the environment or
other agents might be specifically engineered to assist in the intention recognition process.
This might be oversight, it might be due to a focus (to the exclusion of other aspects)
of the agent, or it might be due to concerns about autonomy of the type expressed by
d’Inverno and Luck. :

“In multi-agent systems, the interactions between agents are the basis for usefully
ezploiting the capabilities of others. However, such a pragmatic approach has not been
the concern of many researchers who instead focus on small areas of interaction and
communication, and in particular on specialised forms of intention recognition and
interpretation. In many existing models of interaction agents are not autonomous.”—
d’Inverno and Luck [43]

It seems that in many applications there might be a trade-off between ‘true’ autonomy
and cooperative or collaborative behaviours. Certainly their warning is valid though rather
than adopt an approach that attempts to preserve autonomy outright this thesis will
consider autonomy as yet another property of agency that might need to be traded-off
against functionality to meet a given set of requirements.

There are cases where the agent whose intent is to be recognised is not amenable to
engineering. This is certainly the case when the human intentions are to be recognised
or when the agent lies outside of the design scope but there are many systems where the
intending agent can be designed to enable intention recognition.

2.3.3 Agent Intention Recognition: A Case Study

A mature!® example of an intention recognition capability operating in an multi-agent-

system is the one described theoretically by Rao and Murray [151], implemented as an
extension to a commercial language by Busetta and Tidhar [19] and taken to a simple
technology demonstrator by Tidhar, Heinze et. al. [168]. Bratman’s philosophical insights
that led to the BDI systems were intimately related to practical reasoning. Philosophers
often characterise rational cognition as being composed of a practical component (what to
do) and an epistemic component (what to believe) and it is here that BDI systems suffer
certain limitations. Whilst BDI languages are inherently concerned with beliefs they offer
no particular insights or support for the manner in which belief is created, maintained,
or revised. Further there is no model of the environment and the way in which the agent
perceives, observes, or recognises the world, or in the case of multi-agent systems, other
agents. BDI systems that are well suited to practical reasoning are less well suited to
epistemic reasoning. More fundamentally, there is no support for perception, observation,

M Mature in the sense that it is accompanied by an underlying theory and a set of programming language
constructs in a commercial language.
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sensing, and the other activities that characterise the ways in which agents must support
their epistemic reasoning.

Within these limitations it is still clearly possible to construct a recognition of intention
mechanism that can either (a) introspect over own plans to infer the currently executing
plans of another [151] or (b) introspect over a predetermined set of possible plans [19].
In these cases and in most other systems exhibiting plan, goal and intention recognition
some form of hypothesis tree is maintained with evidence being sought for accepting or
rejecting particular options until ambiguity is resolved. Other systems integrate different
technologies to handle the different aspects of agent cognition.

Systems for implementing resource bounded reasoning that define plans as structured
descriptions for goal achievement have been used to implement complex human decision-
making models. These systems use pre-specified plans as recipes [146] for the achievement
of pre-specified ends. Previous research into plan recognition in these agent systems has
required that the agent be provided with explicit representations of candidate plans [147,
151].

Work by Rao [147] tackled the reactive recognition problem by making simplifying
assumptions about the nature of the environment: (a) the agent has perfect knowledge of
the plans available to other agents; (b) the complete set of plans over which recognition
is attempted remains small; (c) the agent has no memory of events that occur; and (d)
the world is unchanging during the period of recognition. Whilst these assumptions result
in serious constraints over the proposed model they do provide the basis for intention
recognition that integrates well with the BDI model of Rao and Georgeff [149].

Work by Bussetta and Tidhar extended the functional capabilities of this type of plan
recognition to remove the assumptions ¢ and d[19] and to develop an operational extension
to dMARS. A demonstration of the capability of this system to recognize mental states
within a military simulation was constructed. These extensions to the computational
BDI model added a model of memory and were able to incorporate some of the temporal
aspects required for mental state recognition. The first two assumptions still limit the
performance of system. In attempting to model human cognition it may be unrealistic
(and perhaps impractical) to provide an agent with perfect knowledge of the plans of
other agents. This is true in heterogeneous systems where agents must recognize the
mental states of real humans, or of different varieties of agents that do not possess explicit
representations of plans in a form understood by the agent attempting the recognition. As
the complexity of the environment, agents, and their interactions increases, the set of plans
over which recognition must be attempted will increase. Every agent within the system
must be provided with a representation of the plans of all other agents that it is expected
to recognize. Second order recognition (I recognize that she/he has recognized my plan)
complicates this significantly and in complex domains will quickly become unwieldy.

Construction of the military simulation incorporating intention recognition revealed
the problem that tends to beset much of the agent community involved in mental state
recognition—perception. The BDI model [149] and the subsequent languages, PRS, dMARS,
JAM, and JACK offer no inherent support for modelling perception. The agent model
and languages provide an excellent framework for implementing practical reasoning but
epistemic reasoning and the means by which knowledge of the world comes about is largely
ignored. Given the heredity of BDI and its roots in Bratman’s rational agency and its
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focus on practical reasoning (to the detriment of epistemic reasoning) this is unsurprising
but it leads to inevitable integration difficulties whenever a BDI agent must be integrated
into a dynamic, complex environment. The solution described by Rao and implemented
by Busetta and Tidhar addresses the agent issues by requiring the programmer to specify,
design and code the “observations”. Intention recognition is limited to an infrastructure
for producing a set of hypothesised possible plans and removing or retaining them on
the basis of these observations. It deals with the practical aspects but not the epistemic
aspects. The complexity of modelling the perception required for these observations was
still a significant impediment to the implementation of intention recognition.

These limitations aside, the demonstration provided a most valuable indication of the
impact that intention recognition can have on military simulation by demonstrating the
capacity for aircraft to avoid feinting or deliberately deceptive behaviour. The solution is
in keeping with the conceptualisation behind the BDI model. It could be argued with some
justification that a strength of the agent paradigm lies in the higher level of abstraction it
offers. In the case of AMARS and JACK their relevant developers would both argue that
the abstract specification of their reasoning is a strength and not a limitation. That this
makes some tasks of modelling perception difficult is a limitation of the environments into
which agents are placed and not the agents themselves.

2.4 Situated Cognition and Ecological
Psychology

The situated cognition and ecological psychology literature describes the strong links
that tie perception, action and cognition to the environment. The status of situated
cognition and ecological psychology is still hotly debated and the arguments for against
often reduce to the behavioural psychology versus cognitive psychology battle that has
been fought for more than a century. Whether or not the claims of Gibson, Clancey and
other advocates are believed often distills into fundamental ontological and epistemological

stances!®.

“Especially in the philosophical literature, the claim that vision involves inference typi-
cally derives from certain general considerations about the nature of empirically gained
knowledge. The basic idea running through most versions of this criterion is that there
is an epistemologically important difference between what we can “really” (“simply”,
“directly”, or “immediately”) see and some of the other things that we can find out
about by means of vision.”—Robert Schwartz [158]

In the real world, filled with real people there is little doubt that psychologists will
debate the issues for many years to come but in virtual worlds (if the temptations of good

15There is an analogy between the views that Schwartz contrasts here and the broad separation of the
agent-ontology community into two camps. There are those that argue that ontologies should be global—
suitable for all agents. This makes a strong statement that there can be an objective reality to which
agents commit. This reduces the chance for agents to develop local, subjective views of their individual
realities. To be fair the agent ontology community is proposing standards for strongly pragmatic reasons
rather than adherence to some philosophical standpoint.
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old fashioned AI are resisted and a pragmatic approach adopted) there are insights from
situated cognition and ecological psychology for the construction of agent systems.

For example, failure to appreciate the non-symbolic nature of sub-conscious aspects
of perception has led to difficulties in modelling at the interfaces between agents and
environments?®. Clancey states this in ‘Situated Cognition’:

“Conventionally, the term symbolic processing is used to refer to what people and ezx-
pert systems do, misrepresenting the subconscious aspect of conceptualisation and thus
superficially equating reasoning with the calculus of descriptive cognitive models —
William Clancey [30]

Further, Clancey critically assesses the close links between activity and perception that
are ignored by the philosophical camps that ignore or oppose situated cognition.

“Fodor and Pylyshyn do not acknowledge the distinction we experience between direct
perception (“I felt it and knew”) and inference (“I noted, checked, and confirmed ‘).
Instead they say, “Object recognition, for example, is a perceptual process par excel-
lence, and it appears to be cognitively penetrable through and through. But object
recognition is not a unitary phenomenon... The elevation of recognition to a primary
phenomenon in psychology. ezisting independently of purposes and action highlights
the mistake: perceiving is not primarily identification but functional differentiation,
part of an activity."—William Clancey [30]

The simple message of ecological psychology and situated cognition is that the environ-
ment and the agent are more intricately entwined particularly with respect to perception—
the primary interface between the two. The environment should be considered as some-
thing that changes in response to the state of the agent just as the agent responds to
changes in the state of the environment. This perspective has been largely ignored in
the agent literature, there are several application domains that have (often unwittingly)
adopted the approach for sound engineering reasons!”. This has implications for modelling
of environments as well as the modelling of agents as highlighted by Turvey and Shaw.

“A change of pace or a change of location can mean that a brink in the ground
now affords leaping over whereas at an earlier pace or location it did not. [-.] The
environment-for-the-organism is dynamic and action-oriented while the environment-
in-itself. that which has been the target of most modelling in the latter decades of the
present century, is fizred and neutral with respect to the organism and its actions...”—
Turvey and Shaw [173]

With intention recognition in mind the ecological psychology literature of most interest
is that which deals with perception of the environment. Traditional theories of perception,
the theory of perceptions as hypotheses, or ‘indirect perception’, claims that it is not

18Chalmers, French and Hofstadter warn of a related problem when the state that Al research has failed
to apprec1ate the very tight coupling that exists between high-level perception and cognition [26].
17Geveral examples of this are given in Chapter 3.
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possible to be directly aware of the actual physical world [177]. Human vision adds to the
incoming sensory data by inferring higher order properties and structures. To make sense
of the world requires that the sensory data is somehow elaborated and abstracted into
models, schema, hypotheses, pictures, or mental images. The process of elaborating and
abstracting sensory information depends on memory, experience, situation, emotional and
physical state and all of the mental aspects that collectively determine how the perception
of objects occurs.

J. J. Gibson countered this theory with a radical proposition that resulted from his
study of ecological psychology. Gibson proposed that animals and environments have
co-evolved:

“The words ‘animal’ and ‘environment’ make an inseparable pair. Each term implies
the other. No animal could exist without an environment surrounding it. Equally,
though not so obvious, an environment implies an animal (or at least an organism) to
be surrounded. —Gibson The Ecological Approach to Visual Perception

This co-evolution has attuned vision directly to the higher order structures'® that
exist in the environment and they are directly perceived (See Figure 3.2 and refer to
Section 3.2 for more detail). Gibson’s theory is at its most controversial when the concept
of affordances is introduced. Affordances are properties of objects in the environment that
offer action possibilities to the observer, a chair for example has a ‘sit upon’ affordance.
Affordances, Gibson claims, are directly perceivable in the environment in precisely the
same way as color or size.

The notion that objects are envisioned in terms of the action possibilities that they
afford was extended by Norman [127, 128] by incorporating affordances into design. The

idea that agent systems might be similarly treated and designed in terms of their affordance

is explored in later sections of this thesis.

2.5 Intelligent Agents and Artificial Intelligence

There are two distinct but related views of artificial intelligence. One is concerned
with the construction of intelligent artifacts that serve useful purposes and is therefore
primarily an engineering endeavour. The second is the investigation of the computational
modelling of human cognition—and is therefore primarily scientific in nature. The latter
has led to insights into human intelligence as well as passing useful theories and ideas
to the engineering community to adopt and make mainstream. Recently Al has been
transformed (at least partially) by flourishing agents research that shares these two facets.
Some agents research is associated with applying, studying, modelling, or learning from
human behaviour. Others are less concerned with human behaviour and more concerned

18(3ibson referred to these as invariants. There are two types of invariants: transformational invariants
that govern the manner in which objects change as they move; and structural invariants that relate rela-
tionships between objects regardless of their locations. An example of this is the property that the ratio
of an object’s height to the distance between the base and the horizon remains constant for all locations
of the viewer.
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with engineering of artifacts that display behaviour that might be classified as intelligent—
even if it shares little in common with human behaviour.

Throughout the last decades there has been a shift from monolithic general problem
solvers and large expert and rule-based systems toward computation that is smaller, social,
embedded, mobile, and networked. In making this shift AI has been transformed from the
study of human intelligence (singular, isolated, and disembodied) to the study of human
intelligence (social, plural, and situated). A side-effect of this is that the boundaries of
agents (the points at which they mesh with the environments they inhabit) now pose a
number of problems to those who would design and develop agent systems.

The importance of the environment in conditioning the design of agents has been
recognised:

“When one thinks about building intelligent agents, it quickly becomes obvious that
the task environment in which the agent will operate is a primary determinant of the
appropriate design.”—Michael Jordan and Stuart Russell [88]!°

Though recognising the importance of the environment in conditioning the design of
the agent few (if any) acknowledge that the agent and environment are coupled for the
purposes of design and that the environment might be specifically engineered to meet the
requirements of the agent.

The internet, as the largest example of a virtual world, is one environment where
steps have been taken toward agent-friendliness. The early life of the web was based
around HTML and structured pages in ways suitable for access by browsers that presented
information to users via a display. XML and other approaches to structuring knowledge on
the web provide support for agents, bots, search-engines, b2b protocols etc. in traversing,
finding, learning and navigating. For more information on the importance of labelled
environments to agent design see Section 3.3).

2.5.1 Perception and Related Issues

In order to act within an environment an agent must be provide with sensors that
allow appropriate perception. In the case of robots these sensors are normally machine
vision systems, natural language processing and understanding systems, haptic systems or
some other customised sensory apparatus that provides an interface to the real world. In
virtual worlds the sensors might not need to be quite so complex, virtual worlds tend to
be simpler, discrete, and designed. Even so the interface between agent and environment
requires careful design.

“The data input and output subsystem must be carefully matched to the task performed—
adequate sensors and effectors must be provided, and go a long way in bringing about
the agent’s functionality. Attempts to skimp on the I/0 and compensate for it with
more computation are normally ill fated.”—Brustoloni [16]

19See also the quote by O’Dell in Chapter 1.
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Perception is the means by which an agent senses and makes sense of its environ-
" ment. Exactly which processes should be included into the broad definition of perception
is somewhat controversial. Indeed the means by which human perception integrates with
cognition is hotly debated making the task of creating an artificial intelligence that resem-
bles human intelligence even more difficult.

Perception is continually included in the list of important agent concepts (see Sec-
tion 2.1). It is clearly also a very important component of intention recognition. Intention
recognition is a process that straddles the boundary between cognition and perception.
To recognise the intent of another seems to imply some high-level cognitive processing and
yet there are times when it seems intuitive, and hence inaccessible to introspection [194].

It was noted in Section 2.1 that agents typically function with more abstract data than
other software. Converting from the low-level data available in the environment to the
knowledge-level structures required by the agent is appropriately handled by perception.
In this role perception acts as a bridge over the abstraction gap [77].

In addition to sensing the environment, the social nature of agents means that they
communicate with other agents. Even if this communication is mediated by the environ-
ment the fact that agents all function with knowledge level concepts means that translation
at the knowledge level and not abstraction is the important issue [84]. Thus perception
might also be viewed as the mechanism by which knowledge level concepts are translated
from one agent to another. Or, adopting the language of the ontologies literature: per-
ception is the process of mapping the data in the environment into the more abstract
representations of the agent ontology; and perception is the process of mapping from one
agent ontology to another.

The machine vision system of a robot might perceive a colored pole based upon its
edge detection algorithms and determine that it has a color property of being red and
yellow. Within the robot there will be some mapping from the raster scans of its vision
system into objects, which when assigned meanings can be reasoned about. Each object
must be detected, isolated, tracked, identified, and interpreted. This process is highly
complex and machine vision systems are amongst the most sophisticated robotic software
applications developed. Machine vision is really only necessary in dynamic real worlds.
If the world in which a robot operates is fairly static then a vision system may not be
necessary. Manufacturing robots daily build cars with only location and contact sensors
as guide. The regularity of their world means that they don’t require the sophistication
of vision. A manufacturing robot working on a production line repetitively performing
the some welding task can be considered to be living in a highly designed environment.
Careful design of the environment ensures that the robot is not presented with situations
outside the limits of its simple sensors. This is a very good example of how environmental
design mitigates against agent perception complexity.

The classic robotics literature challenge for a robot is to traverse a series of offices emp-
tying bins (and perhaps vacuuming the carpets.). It turns out that even this seemingly
simple task is made difficult by the uncertainty about the location of furniture, people,
rubbish bins etc. To navigate around offices populated by people requires more sophisti-
cated sensors. Perhaps, as Brooks suggests, no sophisticated internal representations of
the environment are required but still there is a strong requirement to be able to sense
“the complex dynamic world [13]. Throughout the robot world there are examples that
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reinforce the view that there are trade-offs between the design of the environment and
the perception systems that drive the robots. In complex systems where little design
control can be exerted over the environment the demands on robot perception are high.
Robocup [98] is a very good example of a system in which, even though some design con-
trol is exerted over the environment, the robots still require very sophisticated perceptual
apparatus.

Just as there are similarities between agent communication and intention recognition so
are there similarities with machine vision. The lessons from machine vision for intention
recognition are obvious. Design the environment and perception is simplified. Just as
colored poles surround a Robocup field to help the robots localise imagine the prospect of
robots that changed color from moment to moment as their intention changed. Though this
is really just another form of communication, in virtual worlds the prospect of engineering
perceivable artifacts into every aspect of the environment offers different possibilities for
assisting intention recognition.

If there is little or no design control over the elements of the system other than the
agent, then there is clearly a need to provide the agent with the facility to deal with
the unconstrained complexities of a dynamic world. In terms of intention recognition
this might require a module akin to a robotic vision system that takes sensory data from
the world and performs some complex mapping onto symbols that are in the form nec-
essary for agent reasoning. The robotic vision system typically processes video images
into named, attributed objects. Depending upon the specific domain intention recognition
might process object-attribute information and convert it into some symbolic represen-
tation of intention. The sensory data and the resultant information is different but the
process is conceptually similar.

Difficulties are also apparent in defining the boundary of perception and cognition.
Chalmers at. al. deal with this via their theory of high level perception that provides a
representation of the processing that deals with the abstraction, fusion, and recognition
based perceptual tasks.

“High-level perception—the process of making sense of complex data at an abstract,
conceptual level—is fundamental to human cognition. Through high-level perception,
chaotic environmental stimuli are organised into the mental representations that are

used throughout cognitive processing. Much work in traditional artificial intelligence

has ignored the process of high-level perception, by starting with hand coded representations. "—
Chalmers, French and Hofstadter [26]

Elsewhere too the limitations caused by the symbol binding problem for purely sym-
bolic reasoning systems has addressed with the obvious conclusion that human (and possi-
bly agents) require some form of sub-symbolic processing occurring in the interface between
the environment and high-level cognitive activity.

“A related problem for purely symbolic approaches is that sensory information about
the physical world is usually thought of as numerical. Thus there must be a layer
of non-symbolic computation between the real world and the realm of pure symbols.
Neither the theory or the practice of symbolic AI argues against the existence of such
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a layer but its existence does open up the possibility that some substantial part of
cognition occurs therein without ever reaching the symbolic level.—Michael Jordan
and Stuart Russell [88]

2.5.2 Explicit Representation

This thesis will argue strongly that an explicit and abstract representation of inten-
tion is a necessary and useful precursor to implementing intention recognition because it
simplifies the process of design. In taking this stance this thesis is aligned with those
agent and Al researchers who advocate agent systems that explicitly represent particular
aspects of intelligence:

“Tt is not clear how an agent might undertake intention recognition without some ez-
plicit representation of intention.”—Mike Wooldridge Presentation to the Melbourne -
University Agent Lab, 2000

Yet Rodney Brooks and other criticise mainstream AI for abstracting away important
aspects of intelligence and overly simplifying the problem:

“The only input to most AI programs is a restricted set of simple assertions deduced
from the real data by humans. The problems of recognition, spatial understanding,
dealing with sensor noise, partial models etc. are all relegated to the realm of input
black bozes.—Rodney Brooks [13]

This is a manifestation, albeit in a modified form, of the connectionist versus sym-
bolicist argument that has split Al in the past [120]. Brooks prefers systems that have
no explicit representation of the environment (much less intention) but still manage to
generate intelligent behaviour.

“When we examine very simple level intelligence we find that explicit representations
and models of the world simply get in the way. It turns out to be better to use the
world as its own model. "—Rodney Brooks [13]

Reconciling these two seemingly different views is unnecessary because there are fun-
‘damental differences in the types of activities with which Brooks and others are concerned
and those addressed by this thesis. The ultimate aim of this thesis is to contribute to the
general understanding of the means by which intelligent behaviour might be engineered,
‘a goal not dissimilar from Brooks and his robot development but Brooks takes the view
‘that:

“We must iteratively build up the capabilities of intelligent systems, having complete
systems at each step of the way.”—Rodney Brooks [13]
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Furthermore Brooks is primarily interested in systems that function in the real world
(i.e. robots) whereas the predominance of agents operate in virtual worlds where the
environment is itself simplified and abstract.

This thesis is concerned primarily with modelling intelligent behaviour. Taking a soft-
ware engineering stance almost presupposes simplification and abstraction of the problem
to support design. The task of software engineering is to manage the complexity of software
systems, and abstraction is one of the tools available to the engineer.

So what Brooks sees as a deficit, simplifying the problem by abstracting the details,
is one of the important messages of this thesis and so this thesis is about modelling and
design rather than implementation. Indeed, Brooks’ robots are not designed in software
engineering sense but are constructed over time, evolving their intelligence iteratively as
a mechanical whole situated in an environment.

Certainly this thesis allows for the modelling of systems where the intending agent has
no accessible internal representation of intent. But if there is no representation of intention
in the recognising agent then then there is surely no intention recognition. At best there
is the appearance of intention recognition but at design time, if intention recognition is
required then those intentions must be described.

So the argument for an explicit representation is threefold:

1. Ezplicit representations support design. Abstract simplified and explicit representa-
tions are useful in modelling and designing agent systems, even if the implementation
fails to maintain those representations. Without explicit representations to guide the
design the intelligence is an emergent property of the system. In other words, mak-
ing appropriate design choices about a system to implement intelligent behaviours
requires explicit representations of the important parameters that influence the de-
sign.

2. Intention recognition is too sophisticated a behaviour to arise as an emergent prop-
erty of a system. Without an explicit representation of intention in the recognising
agent the task of effectively generating intention recognition is problematic at best.
Brooks’ robots do exhibit intelligent behaviour, but that behaviour is ascribed by
the observer and does not exist as an accessible description inside the robot. Fur-
ther more Brooks himself classifies the behaviours with which he is concerned as
“simple”, a label which is inappropriate for intention recognition. Ascribing intent
to a robot is plausible but it seems less likely that that an observer would ascribe
intention recognition to a computational entity.

3. In virtual worlds the environment can itself sustain explicit representations of sim-
plified abstract concepts that can support intelligent behaviours. Brooks’ point has
validity for the construction of robots that must operate in the continuous complex-
ity of the real world but is less valid for the construction of Al that live in virtual
environments. In virtual worlds the environment is (almost always) simpler than the
real world and can be augmented, abstracted, and adapted to better suit the agent

and to support the generation of the abstract simple concepts with which the agent
reasons.
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2.5.3 Hybrid Systems

Robotics has, of necessity, patched dissimilar technologies together for decades. From
a purists perspective robotics might seem to be less about a search for good old fashioned
AT and more about tinkering with electrical engineering but the lessons that have been
learned in robotics can inform some aspects of agent development. The emerging view of
agents as embodied, situated, and social shares more in common with robots than it does
with the monolithic rule and knowledge based systems that once characterised Al. The
differences between the types of processes normally categorised as perception and cognition
suggest that (wherever the boundaries are drawn) different implementation technologies
are likely to be required if it is necessary to maintain links to human intelligence. Minsky’s
Society of Mind [119] develops a view of intelligence as a grouping of coordinating agents
that together provide intelligence.

The increasing demands being placed upon intelligent agents as the technologies mature
seems to suggest that future AI (or at least parts of it) will require the assembly of hybrid
systems from a variety of technologies. It was true when Minksy wrote of it in 1991 and

it is true now.

“In the 1960s and 1970s, students frequently asked, “Which kind of representation is
best,” and I usually replied that we’d need more research before answering that. But
now I would give a different reply: “To solve really hard problems, we’ll have to use
several different representations.” [...] we must develop systems that combine the
ezpressiveness and procedural versatility of symbolic systems with the fuzziness and
adaptiveness of connectionist representations. "—Marvin Minsky [120]

A similar sentiment is expressed by Clancey in highlighting the different character of
activities generally classified as intelligent.

“Put another way, by ignoring consciousness, researchers have swept under the carpet
those aspects of intelligence that cognitive modelling fails to explain. Reasoning is
inherently o conscious activity; what occurs within cycles, subconsciously, is not more
direct manipulation, but a process of a distinctly different character, involving different
modalities, not just verbal, which allows describing to occur and gives it the power it
has to change our behaviour.”—William Clancey [30]

The reliance on a single technology or unified approach seems ill conceived. The
solution to developing computational representations of intelligent behaviours is to develop
a variety of approaches that allow technologies to be adopted on an as needs basis.

In a very practical sense this view is being adopted by developers of games that use
agent technologies.

“Of the concepts I've presented in this article, there are three features from Black and
White?® that I expect will become increasingly commonplace in game Al in the com-
ing years. First, agents’ minds will come to include both symbolic and connectionist
representations, happily coexisting in one unified architecture.”—Richard Evans [46]

20Black and White is a computer game released by Lionhead Studios that uses BDI architectures for its
characters.
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2.5.4 Pattern Matching and CLARET

Pattern matching techniques are used in Chapter 7 to implement part of the intention
recognition system of an agent. The particular algorithm, CLARET [1 37], has been used in
a number of domains and is strongly suggested for this application by virtue of its capacity
to deal with spatio-temporal relationships and to produce successful matches as soon as
the choices are disambiguated. This allows the results to be incorporated into an agent
with the capacity recognise the behaviour of another prior to its completion. CLARET
structures its examples hierarchically allowing advanced applications to build sets of nested
behaviours to be recognised and announce the successful discovery of these as recognition
progresses. This has definite analogies to intention recognition systems that maintain
hypotheses in the form of sets of plan instances. The difference with CLARET is that the
matching is done of the basis of learned examples that are partitioned automatically by
the algorithm. In the CLARET algorithm an unknown segmented and labelled trajectory
case is presented to the system together with examples of known trajectories using a
simple polygonal approximation technique. Relationships between trajectory segments
are extracted and parameters defining their relationships are calculated. Relational rules
are generated that explicitly depict relationships between states. Matching techniques
relate task descriptions to the available data. A parser is then used for conversion of
events matched using these rules into descriptions that are consistent with the syntax of
the events and their relationships. The system uses inexact (approximate) matching and
a Bayesian probability network to negotiate between alternative hypothesis, and thus the
rules are transferable to other airports and under variable conditions.

2.6 Software Engineering

The previous section stressed the importance of environments to agents and provided
examples of the manner in which careful design to reduce the load on an agent’s perception
related tasks. The design of agent software should draw on the experiences of the software
engineering body of practice. Too often agent research forgets or ignores the lessons of
software engineering with the result that solutions are tailored to narrow or toy domains
and are consequently difficult to reapply.

There are a number of fertile areas in the state of the practice of software engineering.
With the aim of this thesis being a means of modelling intention recognition in agent
systems some of the more obvious topics include: design patterns as an approach to reuse;
software modelling languages such as the UML; and proposed agent oriented software
engineering methodologies. Each of these areas is covered in the following sections.

2.6.1 Design Patterns

Design patterns are abstractions from instances of design forms that reoccur in specific
software development. Typically they are “geared toward solving problems in design” [154]
and therefore simplifying the implementation.

A high-level definition of a pattern is provided by the Patterns Web Page:
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“A pattern is o named nugget of insight that conveys the essence of a proven solution
to a recurring problem within a certain context amidst competing concerns. Patterns
are usually concerned with some kind of architecture or organization of constituent
parts to produce a greater whole.”— [134]

A working definition that gives greater insight into a pattern’s composition is:

“Each pattern is a three-part rule, which expresses a relation between a certain con-
text, a certain system of forces which occurs repeatedly in that context, and a certain
software configuration which allows these forces to resolve themselves.”—Gabriel [52]

Once a collection of related patterns is available and experience with their use is
achieved it is possible to develop a Pattern Language. Again from the Patterns Home
Page [134] a ‘Pattern Language’ is

“a collection of patterns forming a vocabulary for understanding and communicating
ideas. Such a collection may be skillfully woven together into a cohesive ‘whole’ that
reveals the inherent structures and relationships of its constituent parts toward fulfilling
a shared objective. If a pattern is a recurring solution to a problem in a context given by
some forces, then a pattern language is a collective of such solutions which, at every
level of scale, work together to resolve a complex problem into an orderly solution
according to a pre-defined goal.”—Patterns Web Page [134]

With respect to productivity, patterns are one of the more significant ideas to be
introduced to software engineering. Specifically they support the cataloguing of knowledge
about successfully employed solutions to well understood problems. In doing so, they
have the capacity to short-circuit the search for answers to a software design question and
present the engineer with range of options suitable for the task. A set of agent software
design patterns for modelling intention recognition is provided in Chapter 6.

Cognitive patterns are an extension of standard software design patterns that allow
modelling of human problem solving in a software development environment.

“As systems become more complex, the human limitations to comprehending system
requirements become more evident. Since we cannot develop appropriate solutions if we
do not understand the problem, human understanding is the key ingredient. Cognitive
Patterns addresses this central issue by providing techniques for system specification
that are based on our human facility for thinking and reasoning. As such it does not
model system requirements in terms of programming languages and platforms. Instead,
it models the way reality is understood by people.”—James Odell [55]

The use of cognitive patterns has not been widespread in practice, but the concept of
‘providing a modelling framework based on human reasoning that is useful for system spec-
ification is powerful. The look and feel of the cognitive patterns literature [55] is adopted
for expressing the architectures of the approaches to intention recognition proposed in
Chapter 5.
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2.6.1.1 Agent Patterns

A clear and present need for documented agent patterns exists [100]. Patterns may
manifest initially as sample code in a variety of agent languages, or as unstructured de-
scriptions of solutions to problems, but as time passes there will be increasing demand for
the tools and practices that have proven useful in other software paradigms to be adapted
or adopted for use developing agent systems. Patterns have proved to be a valuable contri-
bution to productivity in software development generally. The importance of architectural
design in agent systems (indeed any distributed system) suggests that there is every reason
to believe that agent patterns will result in similar advantages.

Design patterns have been under-utilised for agent systems. Experience with agent
software patterns is limited by the recent advent of agency as a software paradigm and
the scarcity of documentation describing agent systems at the architectural level. Some
notable exceptions are the work by Kendall et. al [95], Deugo et. al. [40], Meira et. al. [34],
Lind [108] and Findler et. al. [111]. In each of these cases the authors present agent designs
in the form of a patterns catalog and although the approach to documentation differs
in each case they are all generally consistent with the mainstream software engineering
patterns literature.

Just as object oriented patterns describe either relationships between objects or the
internal structure of objects so to can agent patterns describe relationships between agents
and their environments or the internal structural details of the agent. Design patterns for
agent systems will include particular agent architectures, cognitive models, and, in the case
of multi-agent systems, teams and social structures. Chapter 6 deals with the provision of
a set of design patterns concerned with the modelling of a particular functionality within
an agent system—intention recognition.

There are some fundamental differences between agent oriented systems and object-
oriented systems that influence the presentation and content of patterns. Foremost amongst
these is the relatively higher level of abstraction required by an agent pattern. Many
object-oriented patterns are specified in terms of concrete classes. In some cases the pat-
terns are detailed enough to approach source-code templates and are described with sample
code. Agent system developers will benefit more from architectural patterns that capture
the interactions between agents and environments and among the agents as they collab-
orate. Detailed source-code level patterns (referred to in the literature as programming
idioms) that specify the designs of internal components of the agent are useful but will
have limited scope for reuse due to the large differences between agent theories, architec-
tures and languages. Design patterns strive for language independence but the fact that
agent languages exhibit more diversity than the comparatively uniform object-oriented
languages has implications for the provision of agent design patterns. This, and the more
abstract nature of agents, requires more abstract design patterns than are observed in
object-oriented analysis and design. Design level descriptions, critically documented and

analysed, are a more valuable resource for the agent system developer than sample source
21
code <.

211f agent oriented software matures to the same level as OO and there is a rationalisation of languages
with a standard set of concepts then source code will become increasingly useful.
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2.6.2 The UML and the AUML

The UML is an appropriate tool for modelling agent systems. It is extensible and
supports much of the modelling that is required. Where it is deficient there are efforts
underway to address the issues. The deficiencies are small compared to the advantages it
offers.

Throughout this thesis a number of extensions, modifications, or adaptations of the
UML were introduced to cater for specific agent development modelling requirements.
This Chapter gathers those together not to provide an authoritative or complete agent
modelling language but at least a thoughtfully composed set that have proved useful for
the purposes of the analysis and design methodologies.

Attempts have been made to maintain compatibility with the general development of
the UML and, in particular, the AUML.

The UML and associated methodologies [102] are rapidly becoming industry standards
for the development of object oriented systems. Unsurprisingly, this popularity has led
to the development of agent oriented extensions. Foremost of these is the Agent UML
(AUML) [132]. Experiences with the development of military simulation has echoed these

~wider international trends. In systems such as SWARMM and BattleModel only a small

percentage of the development effort is agent related. Much of the system design effort
is focused on aspects that have little or no relationship to agency and can be tackled
with traditional software engineering techniques. The Rational Unified Process, the UML,
and standard software engineering tools have proved the worth in the development of
the simulation infrastructure and the OO aspects of the system. Whilst techniques for
modelling, designing, and specifying the agents are immature preliminary experience with
the UML for requirements specification [73] and design [136] has proved promising. There
is significant management, training, and infrastructure advantage in maintaining a single
tool set for agent and object oriented components of a system.

2.6.3 Agent Oriented Software Engineering

The agent oriented software engineering is almost as diverse as that dealing with other
aspects of agency. Broadly there are two camps: those attempting to reapply (perhaps with
substantial modification) successful object oriented approaches [17, 131, 132, 73, 136, 38];
and those attempting to develop agent oriented techniques (often these are associated with
a particular agent theory, architecture or language) [33, 94, 47, 8, 185, 182]. Neither group
" dominates the literature and experiences with large scale agent development are so rare as
to make empirical evidence statistically insignificant. It seems likely that the future will
see some compromise that satisfies the needs of most. Juan, Sterling and Winikoff [89)]
have proposed a modelling approach that allows a core agent model to be extended to
meet the needs of a variety of users.

There are several good summaries of the agent oriented software engineering litera-
ture [189, 187] that provide detail in areas outside the scope of this thesis.

Software engineering has been reported by several researchers as one of the significant
remaining challenges facing the agent community [123] and if the lessons from the OO
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community are valued it seems that many of these challenges will not be addressed until
more broadly based experience with the construction of agent systems is published. In the
interim those constructing agent system in an industrial setting make use of the tools that
they have at their disposal. It is precisely because of this that the UML (and its agent
oriented sibling) the AUML receive so much attention in agent software engineering circles.
The agent based software engineering workshops at ICSE (International Conference on
Software Engineering) or AAMAS (The International Conference on Autonomous Agents
and Multi Agent Systems) see many examples of agent extensions to UML.

In order to explore the current status of agent oriented software engineering and to
move some of the way toward predicting its future, comparisons will be drawn with the
development of object oriented technologies and methodologies. Whilst it is by no means
clear that these comparisons are valid they at least off some insights into some of the
issues currently waiting to be addressed by agent practitioners and some possibilities for
the future.

This thesis ascribes to the view expressed by Jennings [85] that agent based software
engineering will become mainstream. This is due to it being the “natural next step”
and being an appropriate model for developing the open highly networked systems that
are starting to dominate the software engineering landscape. There is a third point that
Jennings does not make, though it is related his first. Not only are agent the natural
next step, but they are just plain natural. They provide software engineers with a useful
set of concepts for managing system complexity but even more interestingly they provide
the non-expert with some insights into complex system development in a way that object
systems do not. Some researchers have reported the benefit of exactly this property of
agency [74]. If the potential of this is realised it may lead to a suite of technologies that
help to bridge the gap between customer and developer.

Object oriented languages, ADA, JAVA, C++, SmallTalk, etc. have much the same
object oriented language features. This allows design techniques to be applicable to more
than one languages. Indeed it is considered good practice in the OO community to produce
designs that are as language-independent as possible. Unfortunately for the agent commu-
nity the diversity of agent languages makes language independent designs an impossible
goal. Efforts can be taken to keep the software engineering process language independent
as long as possible but a point will be reached, much earlier than in 0O, where a com-
mitment to a specific delivery architecture will greatly influence the design. Indeed, it is
not altogether clear that this agent diversity does not impinge upon the analysis phase
suggesting that the way we analyse a system might be, rightly, influenced by the agent
langauge.

2.7 Ontologies

From philosophy comes a definition of ontology as:

“that department of the science of metaphysics which investigates and explains the
nature and essential properties and relations of all beings, as such, or the principles
and causes of being.”—Websters Dictionary [23]
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Philosophers regard ontology as the science that seeks to understand what it is that
actually exists, what relationships hold between that which exists and what it is that cause
existence.

Unsurprisingly philosophical views of ontology differ widely and there are often am-
‘biguities and overlaps between what is regarded as ontology and what is regarded as
epistemology. The distinction being broadly that ontology is concerned with what is and
epistemology concerned with what is known. In the detail of particular views lies the very
essence of much of philosophy and how those views have shaped science over the millennia.

Ontologies as they pertain to this thesis will define the knowledge level concepts that

are useful in representing agent knowledge. Accepted definitions as used by Al practi-

" tioners where ontologies refer to theories about the properties and relationships that exist
between entities in a system.

“An ontology is an explicit specification of a conceptualization. The term is borrowed
from philosophy, where an Ontology is a systematic account of Existence. For Al sys-
tems, what "exists” is that which can be represented. When the knowledge of a domain
is represented in a declarative formalism, the set of objects that can be represented is
called the universe of discourse. This set of objects, and the describable relationships
among them, are reflected in the representational vocabulary with which a knowledge-
based program represents knowledge. Thus, in the context of Al we can describe the
ontology of a program by defining a set of representational terms. In such an ontology,
definitions associate the names of entities in the universe of discourse (e.g., classes,
relations, functions, or other objects) with human-readable text describing what the
names mean, and formal axioms that constrain the interpretation and well-formed use
of these terms. Formally, an ontology is the statement of a logical theory.—Gruber
63]

Ontologies are useful for information exchange and inter-agent communication [49)]
and for assisting in the specification of information systems [67], and for broader knowl-
edge management activities that are not necessarily software related [5]. Uschold [175]
describes three purposes to which ontologies are put: communication between people,
inter-operability among systems, and for systems engineering (and it is the system speci-
fication aspect of ontologies with which this thesis is concerned). In use, practitioners do
not require an ontological commitment by an agent actually result in associated symbolic
reasoning. The agent must implement an interface that allows it to communicate and
interact with other agents as if it does.

“We use common ontologies to describe ontological commitments for o set of agents so
that they can communicate about a domain of discourse without necessarily operating
on o globally shared theory. We say that an agent commits to an ontology if its
observable actions are consistent with the definitions in the ontology. The idea of
ontological commitments is based on the Knowledge-Level perspective (Newell, 1982)
. The Knowledge Level is a level of description of the knowledge of an agent that is
independent of the symbol-level representation used internally by the agent. Knowledge
is attributed to agents by observing their actions; an agent‘“knows” something if it
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acts as if it had the information and is acting rationally to achieve its goals. The
“actions” of agents—including knowledge base servers and knowledge-based systems—
can be seen through a tell and ask functional interface (Levesque, 1984 ) , where a
client interacts with an agent by making logical assertions (tell), and posing queries
(ask).” "—Gruber [63]

This echoes the distinction that has been made between ascription and description for
agency and intentionality. In much the same way Gruber acknowledges that ontologies do
not require an internal representation of the knowledge concepts, only that their behaviour
is consistent with the ascription of those knowledge concepts.

But Gruber also makes the point that:

“as a software engineering construct ontologies play the role of a coupling interface
between knowledge bases...”—Gruber [62]

This highlights the important role that ontologies play in the specification of system
interfaces and that they can provide system-level descriptions of the design. Gruber goes on
to provide design criteria for the assessment of ontologies. Clarity, coherence, extendability,
minimal encoding bias, minimal ontological commitment. Many agent developers use
ontologies as knowledge-level descriptions of the important concepts manipulated by the
agent [54, 12]. In this sense they are design-level descriptions of agent functioning.

The proliferation of research into ontologies related to agent system development is
strongly related to the abstract nature of agent reasoning and the desire to create com-
putational entities that reason and communicate with higher orders of data. Wiederhold
makes the point that:

“Data from multiple sources will often not match in terms of naming, scope, granu-
larity of abstraction, temporal basis, or domain definition.—Weiderhold [180]

and that this mismatch is exacerbated as reasoning is conducted at more abstract
levels:

“.. the information required to initiate action will be hidden in ever-larger volumes

of detail, scrollable on ever larger screens, in ever smaller fonts. In essence the gap
between data and information will be wider than it is now.”"—Weiderhold [180]

There are two important aspect of Wiederhold’s discussion of ontologies. First is that
agents often commit to different ontologies and that a process of translating ontologies is
required. Second is that the knowledge concepts that the user or agent requires, and that
should be represented in the ontology, are not always available and that some process for
translating from the system level data into the higher order concepts represented in the
ontology is required.

Regardless of the explicitness of the agent ontology there is a need for methods to
assist the engineer in constructing ontologies. Several authors have proposed approaches
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for addressing a clear need for a systematic approach to the development of ontologies.
Uschold has the aim of developing a unified methodological approach to building ontologies
and comments that:

“The main barrier to the production of such a coherent unified framework embrac-
ing all of these techniques and methods for building ontologies is that there is no
clear indication of how general the individual techniques and methods reported to date
are.”—Uschold [175]

Mariano [58] and others have also indicated the need for systematic approaches to

the construction of ontologies and Menzies et. al. describe automated approaches for
evaluating the utility of ontologies[118]. Clearly there is a need for further insights into
the design and use of ontologies in agent systems.

2.8 Summary

The background literature has indicated that the following areas are of primary im-

portance to a consideration of models of intention recognition:

. existing approaches to intention recognition focus on adding functionality to the
agent and tend to ignore other alternatives;

. although perception is widely considered a fundamental property of agency there
has been relatively little work done to more accurately specify the concept;

. techniques are required to design ontologies for multi-agent system;

. many systems that might require intelligent agents with the capacity for intention
recognition will be constrained by performance requirements;

. a range of solutions, particularly those which cater flexibly for hybrid technologies,
are required.

To address these issues in the context of the aim this thesis draws together several key

research threads:

1. the work of Rao and Murray [151], and later Rao [147, 151], Rao and Georgeff [149]

and Busetta and Tidhar [19] that resulted in an agent based implementation of
intention recognition that uses a reactive recogniser as a component of agent reason-
ing. This research provides a strong example of the traditional approach to intention
recognition applied to a relevant domain. Similar examples are provided by Kaminka
and Pynadath [144] and others [60];

2. the situated cognition literature particularly Clancey [30] and the ecological psychol-

ogy of Gibson [57]. In particular Gibson’s theories of ecological visual perception, and
the idea that higher order structures are directly accessible in the environment [56]
and the further utilisation of those ideas for design proposed by Norman et. al. [128];
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3. labelled environments and the idea of designing the environment to cater for agent
perception. A recurring theme in games [81, 46], the design of web pages (163, 28],
and even RoboCup [98];

4. the ontology literature, particularly Gruber [63, 64] and Wiederhold [180]:

5. the intentional stance and the work on ascribed intentionality of Dennett [39] and
Bratman [10);

6. the work of Pearce [137] and Pearce, Caelli, and Goss [138] in pattern matching,

particularly as it pertains to the classification and recognition of complex human
behaviour [139];

7. the software engineering literature that pertains to patterns [53, 18] and the re-
lated literature that has emerged from the KADS community dealing with cognitive
patterns [55];

8. the work of Heinze et. al. in the development of intelligent agents for military
simulations [78, 74, 73, 71, 169).

Together they help to shape and guide the research by focussing research in particular
directions, by dictating assumptions that constrain the thesis and by providing insights
into the relevance of particular approaches. Ultimately this thesis aims to provide an
approach to modelling intention recognition whilst at the same time addressing some of
the gaps that exist in the state of the practice of the engineering of intelligent agent
systems.
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Chapter 3

Perception and Agent Design

“This is a radical hypothesis, for it implies that ‘values’ and ‘meanings’ of things in
the environment can be directly perceived.—1J. J. Gibson The Ecological Approach to
Visual Perception '

“Do I have a big neon sign above me that reads ‘Slayer. Come on attack me’ or
something?”—Buffy the Vampire Slayer The Reborn Episode

This Chapter is composed of four sections related to the role that models of perception
can play in agent system design. These sections combine with Chapter 4 to provide the
basis for the intention recognition modelling framework that is described in Chapter 5.

The first, Section 3.1 explains the importance of an explicit model of perception in
designing agent systems. Central to the model of perception presented is the assumption
that an agent is distinguished from other types of software by the abstract (knowledge
level) data it manipulates. Perception is presented as the means by which an agent con-
verts between the data available in its environment and the more abstract representations
" it requires. The situated nature of agents, and importance of the environments they in-
habit, is often ignored or understated by the designers of agent systems. Their focus is
inevitably agent-centric, often isolating the agent from the system it will inhabit. Failing
to adequately consider the environment provides little opportunity for the design process
to take advantage of, or even analyse properly, the design interplay that can exist between
agent and environment. Implementing perception-related agent behaviours?? is simpli-
fied if the environment is considered during the design process and an explicit model of
perception is available to mediate between the conflicting requirements of the agents to
be presented with higher order abstract data and the limitations of the environment in
providing them.

Section 3.2 extends a radical theory of human perception—Gibson’s Theory of Direct
Visual Perception [57]—to account for human intention recognition. Gibson proposes that
human visual perception has evolved to allow certain invariant properties of the environ-
ment to be accessed directly. By Gibson’s account, vision involves the direct perception of
affordances. Or rather, that the mutually dependant nature of animals and environments

" ®Intention recognition is an example of an agent behavior that relies heavily on perception. Other such
activities might include situation awareness and navigation.
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has led to invariants such as affordance being present in the structures of the environment,
and it is these structures that can be directly perceived. Gibson’s theory was an early
contribution to the study of situated cognition—one of the influences that moved some
areas of Al research into the study of intelligent agents. Differences between Gibson’s
view of human perception and the accepted theories of mainstream psychology [177] are
reflected in the existing approaches to modelling intention recognition and those suggested
in this thesis. When combined with the model of perception presented in Section 3.1 the
extensions to Gibson’s theories have implications for modelling intention recognition and
suggest alternative architectures and technologies.

Section 3.3 continues the focus on the importance of the environment in the design
of agent systems. Five examples of environments that have been engineered to support
perception related agent activities are provided. Adding labels, structures and meta-data
to environments to assist agents with perception is usually the result of some ad-hoc
process associated with overcoming integration problems and not some reasoned software
design process. The design choices implicit in each of these examples can be elegantly
expressed in terms of an explicit model of perception. This section draws out important
lessons that provide yet another degree of freedom for modelling perception and intention
recognition. The appropriate labelling of an environment can greatly ease the task of
providing an agent with perception related behaviours. An explicit model of perception

is useful in supporting the design process that determines what constitutes ‘appropriate
Iabelling’.

There is an intuitive link between perception and intention recognition. Intention
recognition depends upon perceiving the results of the actions of other agents in the en-
vironment in order to recognise their intent. When introducing this thesis it was noted
that intention recognition is a substitute for communication. This suggests a relationship
between perception and communication, at least as it pertains to intention recognition
and possibly in a broader context. Section 3.4 argues that perception subsumes com-
munication, at least as it pertains to modelling intention recognition. Treating agent
communication as just another form of perceptual input has design benefits for modelling
agent behaviours like intention recognition and from a software engineering perspective
there are advantages in unifying the input into an agent in a single place. These bene-
fits are dealt with in Section 3.4 together with an critical assessment of this approach.
For some agent functionalities there are benefits in treating communication as something
which is perceived. The link between perception and communication is extended further
in Chapter 4 where ontologies are described in the context of agent design.

The results of this Chapter are summarised in Section 3.5 and even more succinctly in
Figure 3.10. When accompanied by the insights of Chapter 4 they provide the basis for
six models of intention recognition presented in Chapter 5. In Section 3.5.2 the first steps
toward a design methodology that might incorporate an explicit model of perception is
presented. Though the development of methodology is beyond the scope of this thesis, the
brief account presented helps to provide insights into the advantages an explicit model of
perception offers for the design of agent systems.
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Agent

Perception

Data Available in
the Environment

Figure 8.1: Perception is the process by which the data available in the environment is
processed into the form required by the agent. What is perceived depends upon what is
there and in systems where the environment is designable, it is possible to make these
structures and events agent-friendly.

3.1 Exposing the Abstraction Gap

‘Recalling the definition given in Chapter 1, perception is the process by which an
agent becomes aware of environmental events and structures [15]. Perception allows an
" agent to sense and make sense of its environment, a key pre-requisite to intelligent, au-
tonomous behaviour. From a software design perspective, perception is a model of an
interface between the agent and the environment. This interface includes the sensing of
the environment and subsequent processing into the higher order concepts required by the
agent (See Figure 3.1). Maintaining an explicit representation of the interface between
the agent and the environment provides the software engineer with a means of arbitrating
various requirements. An explicit model of the interface is a necessity in agent systems
due to the differences that can exist between intelligent agents and other types of soft-
ware.” These differences exist at design time with the types of concepts, representations
and processes that differentiate agents from other types of software and also at run time
where the interface links dissimilar software.

Most agent models do not include a distinct perception module, preferring to incorpo-
rate the complexities of information abstraction and data interpretation into the general
functioning of the agent itself, or ignoring the issue of perception entirely?3. If perception
is included within the agent model it is often skinny: little more than a placeholder for the
sensory data?* that enters an agent. Any processing of the data is expected to lie within
the agent?s.

23For example the BDI model makes no mention of perception [149]. It provides a framework for
implementing practical reasoning but provides no support for reasoning about or modelling perception or
anything more than the most rudimentary epistemic reasoning.

24 Adopting the terminology of psychology, sensing will be defined as a part of the perception process
that acquires data from the environment but does not meaningfully alter that data: the simple detection
and transmission of the lowest-order data in the environment.

25 An obvious exception is robotics where the task of perceiving the real-world is usually delegated to a

. machine vision sub-system that feeds a symbolic representation of the environment to a decision making
module.
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Human perception is the means by which the world is sensed and conceptualised
through a process of abstracting the relevant features, relationships and properties from
the rich array of data that bombards the senses. The metaphor is suitable for applica-
tion to agent systems where the gap between the agent and the environment is correctly
characterised as an abstraction gap.

Most software does not share an agent’s level of abstraction. In defining ‘agency’
in Chapter 1 it was noted that operating at the ‘knowledge level’ is a distinguishing
property of intelligent agents. When agents are added to software environments that
are not agent-oriented?® there is an inevitable level-of-abstraction gap at the interface.
Agents are expected to reason in high-level abstract ways (often as surrogates for human
reasoning) but at the same time must inhabit environments filled with low level data
that must be somehow sensed, perceived and abstracted. Perception is an appropriate
model for managing the abstraction of data between non-agent environments and agents
that inhabit them. Looked at in this fashion, perception is the model that manages the
abstraction, translation, interpretation, and conversion of data from the environment into
a form appropriate for the agent. When an agent is required to exhibit behaviors as
sophisticated as intention recognition the abstraction gap is likely to be wide.

Example

A preview of the intelligent agent system that is described in Chapter 7 provides an
example of the role that an explicit model of perception can play during design.

Consider the development of flight simulation software that will include an intelligent
agent as a pilot to fly an aircraft around a virtual world. Suppose that the software
that simulates the aircraft engine and fuel-usage is implemented in an object-oriented
C++ module. At every time step (say 10 times per second) this module recalculates the
amount of fuel remaining, measured in kilograms.

An agent is to be added to the flight simulator to pilot the aircraft. The agent must
access some representation of the amount of fuel remaining in order that it make sensible
decisions about when and where to land the aircraft. But what representation should the
agent manipulate?

Human pilots typically do not use kilograms to measure fuel, they use pounds, so at
the very least a units conversion is required [167]. There are many other possibilities
however. Pilots only occasionally need highly accurate representations of the amount of
fuel left. Commonly pilots would describe their fuel level with phrases like “ull’; ‘about
half’, ‘plenty’, ‘enough for another half hour’, or ‘nearly empty’. The difficulty with
concepts like ‘plenty’ is not only that they are inherently fuzzy but also that they are
highly contextual. ‘Plenty’ is not a fixed amount of fuel but depends on what the pilot
intends to do. A pilot about to land has a different notion of plenty than one about to
take-off.

When looking at the fuel gauges pilot relate the amount of fuel remaining to their
current activities and, almost subconsciously determine how the amount of fuel remaining
relates.

The agent system designer must determine how knowledge of the fuel state arises in

26)Most intelligent agent development involve the post-hoc addition of agents to extant non-agent systems.
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the agent and how the data from the aircraft engine model is mapped into the higher
- order abstract knowledge required by the agent. If it was necessary to maintain a close
* correspondence between the agent knowledge and the knowledée captured from real pilots
then it would be sensible for the agent to manipulate terms like ‘plenty’ and some mapping
would be required. If there is a requirement that the agent operate with highly accurate
numerical representations of the fuel remaining (as might be the case if the agent were more
in the spirit of an ‘autopilot’) the mapping of data between into the agent is simplified.
Whatever the requirements, there are a number of possible solutions. The type of data
required by the agent, the perception model that delivers it, and the environment can
all be modified to facilitate the process. Trading-off the design choices and making the
appropriate decisions is facilitated by an explicit model of perception.

3.1.1 Sources of Insight

This chapter, indeed the entire thesis, seeks engineering solutions to modelling agent
systems: the pragmatics of software engineering are taken as the yardsticks of the quality
of the solution. Insight is sought in both the practicalities of experience with deployed
systems and in the relative scientific literature. The solutions presented have both en-
gineering utility and a level of psychological plausibility that has proven a useful, if not
vital, ingredient in agent systems.

" In seeking insights into the style of perception appropriate for modelling intention
recognition two primary sources are considered. Ecological psychologists, notably Gib-
son, theorise that perception is a process by which the features of the environment are
‘directly accessible’ to the agent. This stands in contrast to the sense-then-infer theories
" that characterise both mainstream human psychology and mainstream agent design and
yet is in harmony with the movement in Al toward “situatedness” that initially led to
the widespread interest in agents. Five examples of the state-of-the-practice in interfacing
agents with environments provides insights into the capacity of environments to be specif-
ically designed to meet the needs of agents. These examples are interpreted in light of the
explicit model of perception presented in Section 3.1.

These resulting approach to modelling perception is illustrated in Figure 3.10 using
the notation for representing high-level cognitive designs used in the software patterns
literature [55).

3.2 Gibson’s Theory of Direct Visual Perception

Gibson’s theory of ecological psychology (introduced in Section 2.4) highlights the
important links that exist between organisms and environments and introduces the idea
that there are structures in the world (Gibsonian invariants) that are directly perceiv-
able [57]. This contrasted with the long established theory of perception as a two stage
“sense-then-infer” process [177, 158] (See Fig. 3.2).

To apply the theory of direct visual perception to human intention recognition requires
an extrapolation of the theory into areas of psychology it was never meant to cover. There
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Direct
Perception

Environment Environment

Figure 3.2: Traditional views of visual perception require a two stage process of sensing
and inference. Humans cannot be aware of the true physical world ezcept by inference
based on the raw sensory data. The inference process depends on experience, memory,
culture and the things that collectively define how it is that the objects that fill our world
are perceived. Gibson’s radical theory suggests that access is directly available to higher
order structures. The strongest ezample of this is the idea of affordances. Gibson claims
that objects can be directly perceived as a collection of the activities that they afford; hence
his example of a letter box directly perceived as affording ‘posting of letters’.

is some evidence in the literature to support an extension to of the theory [45, 194] but as
a theory of human psychology it would be widely disputed. The following section briefly
looks at the idea of explaining human intention recognition by direct perception. This is
followed by an account of direct perception as a design philosophy for modelling perception
and intention recognition in agent systems.

3.2.1 Direct Perception of Human Intent

"The higher order structures that Gibson claims are directly perceivable refer to physical
properties of objects and not to the mental states of humans. Gibson was referring to
invariants such as color, shape, and spatial relationships between objects. His later idea
of affordance, however, approaches something more easily relatable to human intent.

Direct perception of affordance allows a table to be perceived as a ‘write at’ or an ‘eat
here’ as appropriate to the context. The affordances of an object provide the clues for
future action by indicating the interactions that can occur between the observer and the
object. Gibson and his colleagues were concerned with the perception of objects. But
what if the idea that concepts such as affordance could be directly perceived was extended
to the perception of people?

Clearly people, unlike objects, are not passive. Their affordances, if the word is even
appropriate are complex, dynamic, ever-changing webs of possible interactions. In Gib-
sonian terms it might be argued that a stranger might be directly perceived as affording
‘advice-provision’ to someone who is lost, but this is an over-simplification of the com-
plexity of human interactions.

So what would affordances that were directly perceived in people be like? They would
give clues to the possible future actions of the person and the interaction possibilities they
offered. Affordance is context dependant so just as a table is an ‘eat here’ if hungry and
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Figure 8.3: Typical implementations of intention recognition involve sensing the environ-
ment and inferring intent. Extrapolating the theory of direct visual perception leads to the
idea that intent can be directly perceived. The interesting idea would be hotly debated in
human psychology, but for modelling agent systems it provides insights into the possible
engineering of intention recognition. From the situated cognition and ecological psychol-
ogy literature comes clues about appropriate techniques, architectures and technologies for
implementing this style of direct intention recognition.

a ‘work at’ if busy so to would people be perceived differently based on context. It is
not the total set of possibilities for interaction that are perceived directly, but only those
currently active ones—the ones relevant to the current context.

This description of directly perceived human affordance is immediately suggestive of
Bratman’s view of intention as partially executed, context sensitive plans that guide future
action[10] combined with the style of intentional ascription proposed by Dennett [39].
‘Ascribed intention, specifically a view of intention similar to that proposed by Bratman,
could form the basis for a psychological theory of direct intention recognition.

That Gibsonian affordance can extend from inanimate objects like tables to humans
will be hotly disputed?” but the idea offers insights into options for modelling intention
recognition for intelligent agent systems.

This extension to ecological visual perception theorises that human vision is attuned
to directly perceive other humans by their names, types, or features, and also by their
intentions representing future action possibilities. It is not relevant to the following chap-
ters whether or not there is any psychological plausibility to this theory. It is enough that
it offers valuable insights into appropriate models of intention recognition for intelligent
'agents systems.

27Studies into human psychology suggest that the attractiveness of a prospective mate might be influ-
enced by genetic compatibility as perceived in their physical features. Suitability for procreation is thus
directly perceived in the phenotype as an invariant representation of genetic makeup. In the work of
Klein, Endlsey, and proponents of naturalistic decision making [194] is evidentiary support for the view
that something like direct perception can apply to intention recognition. They, like Gibson, state the
importance of real environments, performing their experiments outside of the laboratory. They argue that
‘experts do not hypothesize and test, and that recognising the situation has more to do with mapping onto
memories of experiences than it does with hypothesis based inference.
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3.2.2 Lessons for Modelling Agent Perception

If extensions to Gibson’s theory of visual perception are used as a model for the design
of agent systems then a number of approaches are immediately suggested. The pattern
matching literature contains references to techniques, technologies, and algorithms that
have been applied to natural language understanding, hand-writing recognition, object
identification, scene recognition, and many others. These technologies, particularly when
they are applied to dynamic, virtual environments offer solutions to implementing some
form of direct visual perception. This casts perception in intelligent agent systems as
a pattern matching task rather than a hypothesis generation, deduction, or inferential
reasoning problem. In Chapter 7 a pattern matching system, Claret (see Section 2.5.4), is
applied to an example agent perception task2®.

3.2.3 Lessons for Modelling Agent Intention Recognition

In the real world it is not clear that something as dynamic, uncertain and complex
as an intention could qualify as a Gibsonian invariant. Experiments might be formulated
to determine whether or not direct intent perception has merit in human psychology but
these are well outside the scope of the thesis.

In virtual worlds, however, the idea has substantially more merit. Not only can agents
actually have intentions?® but because of the design control that is leveraged over the
virtual environment there are known and designed relationships between intentions and
data patterns in the environment. Thus the representations of intent that exist within an
agent can be linked to the patterns that result from the execution of that intent either:
specified by the developer at design time (see Figure 3.3); or as it executes at run-time.

The challenges are two-fold. First the development of the software must provide a set
of mappings that link patterns in the environment to descriptions of intention. Secondly,
there must be a run-time process to scan the environment looking for matches to those
patterns. This suggests a view of perception as a pattern matcher that is continually
fed sensory data searching for the patterns that it has been tuned to detect. Patterns
might be relatively simple: the perception component of a chess playing agent playing
Black might observe White opening with ‘b3’ and bind this simple pattern directly to the
recognised intention to play the Nimzon-Larsen Attack3?. In Chapter 7 examples of more
sophisticated pattern bindings are given.

28There is a strong relationship between the types of processes that Gibson and other ecological psy-
chologists believe are involved in perception (particularly visual perception) and the class of technologies
of which Claret is a member (See also Section 2.5.4).

29Whether or not humans actually have intentions is an unanswered question for philosophy and cognitive
science but certain classes of software agent make use of computational representations of intent.

30The reader can consult any good book discussing modern chess openings for a description of the rarely
played but interesting Nimzon-Larsen Attack.
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‘3.3 Labelled Environments and Labelled Agents

Traditional approaches to the computational modelling of perception and intention
recognition have concentrated on the addition of sophisticated perceptual or inferential
reasoning capabilities to the agent. The previous section showed that agent perception
could be direct, and that complex higher order properties that were normally taken to
be deduced, inferred, or a result of an agents reasoning could be directly perceived. The
“insights from direct perception support certain system architecture and design choices but
do not simplify the task of implementing perception, particularly intention recognition, per
se. But the environment is a designable part of the agent system. The environment can be
engineered to substantially simplify agent perception. This section describes five examples
of environments that have been engineered specifically to support agent perception. These
examples demonstrate the capacity of the environment to be engineered and the benefits
for agent perception that result.

3.3.1 Example Systems
3.3.1.1 Robot Soccer and Pitch Design

An international competition aimed at improving many aspects of robotics, Robocup
soccer [98] is attracting increasing interest from the AI, robotics, and the agent research
communities. Robocup soccer provides several strong examples of the impact that envi-
ronmental design can play in easing agent perception. Red and blue patches applied to the

“bodies of the dogs afford identification of friends and foes. The ball is orange to improve
visual differentiation from the green playing surface. The strongest example is the green
and pink poles that mark important points around the playing arena (See Fig. 3.4). These
poles serve no purpose other than to assist the dogs in the localisation task by presenting
them with a static, easy to perceive, set of reference points. By adding artifacts to the
environment the task of providing the agents with perception related behaviours is eased.
Theoretically it would be possible for the dogs to function without these visual aids. The
competition organisers have judged that benefits gained by reducing the processing load
on the agent warranted the addition of the artificial aids to the environment. It is worth
noting that this decision couples the agent with the environment

These poles are engineered into the agents environment to assist perception. Just like
sign-posts indicating the names of streets, these poles are labels placed on an environment
to supply information that would otherwise be difficult to infer.

3.3.1.2 Information Agents and Web Page Design

The world wide web emerged as a massively interconnected network of pages writ-
ten using the HTML. The importance of search-engines and information agents grew as
the web expanded and although the HTML supports web-page authoring and display by
browsers it is not well suited to inspection by information agents, bots, or search-engines.
Perceiving an HTML web environment requires an agent to parse the page and to reason
about the content. Searching the web for information is invariably goal-directed in that
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Figure 8.4: Even real world environments can be labelled to ease the task of engineering
agent perception. The playing arena from the Robocup legged league. Note the presence of
pink and green painted poles that assist the dogs perception subsystems localise, easing the
task of orienting the dog on the playing arena.

there is query that is to be satisfied but the lack of relevant semantic content in the lan-
guage structure makes HTML pages almost as difficult to search as free-text. Although
there has been substantial ground gained in natural language processing techniques un-
derstanding the content of web-pages is still problematic.

One solution is to add structure to the page to assist information agents in perceiving
the web. Meta-data and XML tagging allows semantic content to be added to web pages.
The problem of course is that the information agent must be aware of the structures in the
meta-data creating the need for standards governing the adoption of a particular meta-data
set. The Dublin Core is an example of an international meta-data standard. Developed for
generic resource description it provides a set of core concepts that are broadly applicable.

At present most search engines do not make use of the obvious advantages that well
structured, tagged web pages can offer, because of the troublesome widespread practice of
spamming. By adding misleading tags unscrupulous developers can trick search engines
into directing traffic to their web-sites.

Figure 3.5 illustrates the design possibilities for implementing information agents.
With the ultimate goal being an understanding by the information agent of the struc-
tured content of the web it is clear that the placement into the page of higher order data
reduces the need for complex inference process to deduce page content.

3.3.1.3 Augmented Reality

The mobile augmented reality system (MARS) from the University of Columbia is an
example that blurs the line between real and virtual worlds but provides a strong example
of environmental labelling in an attempt to assist perception.

MARS is a wearable helmet system. A user walks around in the real world and the
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Figure 8.5: A number of options ezist for implementing information agents. The web
page can be rendered as a bitmap image which is then fed to a machine vision system that
interprets the characters and images on the page. This extremely difficult task might seem
somewhat pointless given the accessibility of the underlying HTML representation but has
been proposed [101] and offers the advantage that the agent “sees” an image similar to
that seen by the human. If the HTML is accessed directly then perception simpler but an
inference process is required to extract semantic content from the resulting text. If the
XML representation is parsed then the metadata provides structured knowledge about the
content of the web page. This is a strong example of how raising the level of abstraction
of the data available in the environment can assist agent perception.
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Figure 3.6: The Mobile Augmented Reality System (MARS). MARS superimposes teztual
descriptions onto the campus at Columbia University allowing the user to navigate and
obtain useful information about the buildings and the history of the school. It is a strong
ezample of a labelled environment, though the labelling is performed by the MARS system
and the environment itself is not engineered. Ertensions might see transponders attached
to buildings that could provided useful contextual information.

system augments human vision by superimposing textual information (See Figure 3.6).
The concept is similar to the heads-up display used in fighter aircraft that assists pilot
visual perception by superimposing data from the aircraft sensors onto an transparent
screen that allows a pilot to maintain an ‘out-of-the cockpit’ view.

MARS in isolation is a device for augmenting perception. But with this type of per-
ception aid the environment could be engineered to assist the MARS unit. Transponders
could be attached to buildings that would react to the presence of a MARS unit and
transmit relevant information about the building for display to the wearer. Thus a MARS
wearer might look at the train station and automatically receive an update of all the trains
that are to leave in the next five minutes. The system, though human focussed has many
of the properties of intelligent agent systems relevant to this thesis3! and is yet another
example of engineering environments to assist agent perception.

3.3.1.4 Why Virtual Fighter Pilots Fly into Virtual Mountains

It is often difficult to place computer generated forces into existing military simu-
lators. This is true of air, land and sea domains and has been widely reported in the
literature [140]. One of the difficulties is related to the ability of the computer generated
force to perceive the environment. Observing other aircraft is usually not problematic
for intelligent agents. Models of sensors (radars, eyesight and others) provide information
about other aircraft in a form that computer generated forces can deal with [80]. But the
environment: the clouds; the ground; the buildings; and the mountains, are second order
entities in the simulation and detecting their existence and reasoning about them is often
impractically difficult. This leads to the often observed phenomena of computer generate
forces being blind to some objects in the environment.

31Note to self. I haven’t seen it mentioned anywhere but imagine the cool stuff possible with interactions
between two MARS units. I look at someone and their MARS unit tells my Mars unit that they are busy
and don’t want to be disturbed. This then gets displayed on my screen. This is computer assisted human
intention recognition. How the other guys MARS unit knows that he is busy is a tricky problem but I can
imagine solutions.

-~
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Figure 8.7: The graphical databases of flight simulators can be labelled to increase the ease
with which agents are integrated into the virtual environments.

. Historically this is due to these entities existing in the simulation to provide a rich and
engaging visual experience for a human involved in a training exercise. The representations
of these environmental elements (perhaps in some graphical database) is designed with
pixel rendering in mind and shortcuts, designs, and constraints are imposed by the image
generation capabilities. Converting the graphical representations of these objects into a
form that is accessible by the computer generated forces is a challenge.

Solutions can involve constraining the computer generated forces to operate only in a
range of conditions where the interactions with the environment are not at issue but this
is not always possible. Recent initiatives by some simulation developers include the ability
to “mark-up” terrain databases with information specifically for the computer generated
forces. Whilst certainly a step in the right direction these systems usually offer only limited
support for dynamic relabelling of the environment.

As compared with older technologies for developing computer generated forces, agents
have provided considerable benefit to the simulation community. Benefits are realised in
pragmatic engineering terms by reducing the development time or maintenance cost but
‘also in providing modelling constructs and paradigms that have allowed for consideration
of a variety of new issues that were previously intractable. But costs associated with
retrofitting existing simulation environments with the infrastructure necessary to support
intelligent agents can be prohibitive. Clearly future implementations of simulation envi-
ronments and the computer generated forces that will inhabit them will need to deal with
these issues. In Chapter 8 insights for the development of other systems based on the
findings of this thesis are discussed and evaluated.
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Figure 3.8: Computer generated adversaries in Strike Fighter are labelled to ease the game-
play. This type of labelling is common in computer games.

3.3.1.5 Labelling Agents and Environments in Computer Games

Many computer games make use of labelled agents to simplify game-play. Figure 3.8
shows a screen-shot from ‘Strike Fighter: Project 132 displays a number of adversary
aircraft that are labelled with their identity and an indication (using color and other
symbology) of the side they are on and other aspects of their mission.

This idea has been extended by the developers of the game ‘Black and White’ to include
a description of the current action of the inhabitants of a virtual world that is under the
control of the player (see Figure 3.9). Not only are these labels available to the human
player but they are also used internally by other computer generated characters to assist
them with decision making [46].

3.3.2 Designing Labels For Agent Systems

An Agent Parable: The Saga of the Rat and the Drain-Pipe33

It was a dark and stormy night. Peter was walking down by the river. He was a
gentleman of small stature but of great courage—with one exception—his rat phobia.

32This game is published by Third Wire and simulates jet fighter combat between large numbers of
aircraft.

33The following example was the source of much discussion within the Agent Lab at the University of
Melbourne. The original example was provided by Dr Peter Wallis and he is honored here with the starring
role.
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Figure 8.9: Characters in ‘Black and White’ are labelled with an indication of their internal
state. Not only is this information valuable for the player in determining a course of action,
but the same labels are also available to other characters in the game to assist them in
determining appropriate activities. The numbers are quantitative representations of the
agent’s internal state and the label indicates the current activity.
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He feared them and hated them passionately. Rounding the corner by the boat-sheds he
found himself staring directly at the second biggest, nastiest rat he had ever encoun-
tered. The rat was chewing on a piece of bread that it had found and was so engrossed
that it hadn’t yet seen him. Unfortunately Peter’s normally stout constitution failed
him, and he squealed. The rat, startled by the noise, jumped around. There they stood,
G feet apart, both frozen to the spot, waiting for the other to move. Peter, being an
intelligent fellow understood that the rat was probably as afraid of him as he was of it.
But the rat’s fur was standing on end and it took a couple of quick steps toward him.
Peter squealed again and the rat froze. “Oh no”, thought Peter, “the rat is coming
to get me”. Glancing around for a stick with which to defend himself Peter spied the
opening of a small drain-pipe a few feet behind him. “Wheeew!”, he breathed a sigh of
relief. “The rat really is scared, it is just looking for a place to hide—a place like that
drain-pipe—and I am standing between it and safety.” Peter took a couple of big steps
sideways and the rat scurried up the drain-pipe faster than a rat up a drain-pipe.

The interaction between Peter and the rat seems plausible enough. Peter (successfully)
predicts the behaviour of the rat by understanding that rats are scared of humans and by
recognising that when scared a rat would wish to find a place to hide. He saw that the
drain-pipe represented a such a hiding place. Though Peter initially thought the rat was
about to attack, the realisation that he was standing between the rat and a hiding place
allowed him greater insight into the rat’s intention. When he moved out of the direct path
between the rat and its hiding place, the rat ran up the drain-pipe as expected.

There are lessons in this seemingly simple (though actually quite complex) interaction
that illustrate some of the main points of this Chapter. To shed light on these points
consider the scenario outlined above as a description of an agent system that is to be
labelled to assist in the perception related tasks of those involved. Several options for
labelling this agent systems exist for assisting Peter’s recognition of the rat’s intention:

1. The drain-pipe might be labelled drain-pipe. This would assist Peter in perceiving
the drain-pipe but provides no extra insight into the rat’s intention.

2. The drain-pipe could be labelled as place where rats hide. This would suggest to
Peter that the drain-pipe would serve as a hiding place for the rat and provide an
option to consider.

3. The drain-pipe could be labelled as place where the rat standing in front of
Peter is about to run.

4. Therat could be labelled with scared. While providing insight into the rat’s internal
state Peter will still need to infer the rat’s intention. Perhaps rats sometimes attack
when scared so the intention to hide in the drain-pipe still requires uncovering.

5. The rat could be labelled as scared and trying to hide. Now Peter will know that
the rat is trying to hide and can, upon perceiving a suitable hiding place, deduce
that the rat intends to hide there.

6. The rat could be labelled with intending to run into the drain-pipe behind
you. This is the complete and unambiguous labelling of the rat’s intention. This

type of label completely circumvents the need for any further intention recognition
process by Peter.
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The labelling schemes above each have particular qualities to be evaluated in designing
the system. The first two options are static. The labels are fixed with respect to the
unfolding scenario. Option 2 is less general than 1 in the sense that the labelling of the
drain-pipe as a place where rats hide assumes the presence of rats. Hence there is a coupling
between the design of the label for the drain-pipe and at least one other element in the
system (the rat). Options 3 and 6 are similar in their content but applied in different place.
Another possibility might be to label both the rat and the drain-pipe with a single label:
the label might be applied to a relationship between two objects and not any individual
label. Option 5 indicates only the general nature of the internal state of the rat without
specific information about its future actions. This contrasts with option 6 which strongly
indicates its future actions without commenting on the mental state that led to those
action (i.e. that the rat was scared.).

A detailed discussion of the pros and cons of particular labelling choices is beyond
the scope of this section. Transposing the insights from the story above into modelling
intention recognition for agent systems is handled in Chapter 5.

3.3.3 Lessons for Modelling Agent Perception

Labelling environments can simplify the design of agent perception. Examples of this
are plentiful yet few cast the problem as a software design exercise and solutions result
from gradual evolution or pragmatic necessity with little thought given to the range of
possibilities. A reasoned approach to the design of labelled environments requires an
explicit model of perception (such as that described in Section 3.1) as an intermediary
between the requirements of the agent and the requirements of the environment.

Dennett warns us that attaching labels to representations of the environment does not
in and of itself provide knowledge.

“Understanding then cannot be accomplished by converting everything to the currency
of mental pictures, unless the pictured objects are identified by something like attached
labels, but then the writings on these labels would be bits of verbiage in need of com-
prehension, putting us back to the beginning again.”—Daniel Dennett, Consciousness
Explained, page 57.

This problem is avoided in computational agent systems due to their designed nature.
Dennett correctly points out that explaining consciousness as a series of labelled mental
images fails due to infinite regress when these images are referenced. But agents suffer no
such problem. Meaning, content, knowledge and comprehension can all be established if
the ‘bits of verbiage’ are expressed as concepts in the agent’s ontology. Or more correctly,
the agent’s ontology provides an explicit a-priori knowledge level theory that grounds
perceptions of the agent’s environment. Critics will argue that this dilutes the agent version
of words like knowledge, meaning and consciousness. Answering this criticism can be
attempted in two ways. First, and most